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produced by the specific exposure were the same as that of the spontaneous cases, the 
differences in age-specific rates would be greater for the ages in which the spontaneous 
incidence was higher, even if the general and specific exposures had operated inde- 
pendently of each other early on. Nonetheless (2.7) may be postulated ad hoc, and 
if it appears to correspond reasonably well to the data, the estimate of b derived from 
the fitted model may be used as an overall measure of the effect of exposure. 

In technical statistical terms, this model states that there are no interactions between 
the additive effects of exposure and strata on incidence rates; exposure to the risk 
factor has the same effect on disease incidence rates in each of the population strata. 
More generally, the absence of interactions between two factors, A and B, means that 
the effects of Factor B on outcome do not depend on the levels of Factor A. It is 
important to recognize, however, that what we mean by the effect of a factor depends 
very much on the scale of measurement. Since the rates are expressed on a simple 
arithmetic scale in (2.7), we speak of additive effects. As the following example shows, 
whether or not there are statistical interactions in the data may depend on the scale 
on which the outcome or response variable is measured. 

Fig. 2.6 Schematic illustration of concept of statistical interaction. 
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Example: Figure 2.6 illustrates the concept of interaction schematically. Conditions for no interaction 
hold when the two response curves are parallel (Panel I). Note that the definition of interaction is com- 
pletely symmetric; the diagram shows also that the effect of Factor A is independent of the level of 
Factor B. 

The non-parallel response curves shown in Panel 11 of the figure indicate that Factor B has a greater 
effect on outcome at level 1 of Factor A than it does at level 0. It is apparent, however, that if the out- 
come variable were expressed on a different scale, for example a logarithmic or square root scale which 
tended to bring together the more extreme outcomes, the interaction could be made to disappear. In this 
sense we may speak of interactions which are "removable" by an appropriate choice of scale. 

The situation In Panels 111 and IV, characterized by the response curves either crossing over or having 
slopes of different signs, allows for no such remedy. In Panel 111 the effect of Factor B is to increase the  
response at one level of Factor A, and to decrease it at  another, while in Panel IV it is the sign of the A 
effect which changes with B. In the present context this would mean that exposure to the risk factor 
increased the rate of disease for one part of the population and decreased it for another. No change of 
the outcome scale could alter this essential difference. 

While the excess risk is a useful measure in certain contexts, the bulk of this mono- 
graph deals with another measure of association, for reasons which will be clarified 
below. This is the relative risk of disease, defined as the ratio of the stratum-specific 
incidences: 

,I r . = L .  
c ,' l o i  

) 

The assumed effect of exposure is to multiply the background rate loi by the quantity 
ri. Absence of interactions here leads to a multiplicative model for the rates such that, 
within the limits of statistical error, these may be expressed as the product of two 
terms, one representing the underlying natural disease incidence in the stratum and 
the other representing the relative risk r. More precisely, the model states 

where P=log(r). Alternatively, if the incidence rates are expressed on a logarithmic 
scale, it takes the form 

Comparing this with equation (2.7) it is evident that they have precisely the same 
structure, except for the choice of scale for the outcome measure (incidence rate). In 
other words, the multiplicative model (2.8) is identical to an additive model in log 
rates. Such models are called log-linear. 

While excess and relative risk are defined here in terms of differences and ratios of 
stratum-specific incidence rates, analogous measures for the comparison of cumulative 
rates and risks may be deduced directly from equations (2.2) and (2.4). Suppose, for 
example, that the two sets of incidence rates have a (constant) difference of 10 cases 
per 100 000 person-years observation for each year of a particular 15-year time 
period. Then the difference between the cumulative rates over this same period will be 
10 x 15 = 150 cases per 100 000 population. On the other hand, if the two sets of 
rates have a (constant) ratio of 5 for each year, the ratio of the cumulative rates will 
also equal 5;  
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Because there is an exponential term in equation (2.4), the derived relationships. 
between the probabilities, or risks, for this same time period are not so simple. Let 
Po(t) denote the net probability that a non-exposed person develops the disease during 
the time period from 0 to t years, and let Pl(t) denote the analogous quantity for the 
exposed population. If the corresponding incidence rates satisfy the multiplicative 
equation Ll(u) = rIo(u) for all u between 0 and t, then 

Pl(t) = 1-{I-Po(t)}=. 

This relationship is well approximated by that for the cumulative rates 

Pl(t) = rPo(t), 

providing the disease is sufficiently rare, or the time interval sufficiently short, so that 
both risks and rates remain small. In general, the ratio of disease risks is slightly less 
extreme, i.e., closer to unity, than is the ratio of the corresponding rates. 

We have now introduced the two principal routes by which one may approach the 
statistical analysis of cancer incidence data: the additive model, where the fundamental 

effect of exposure is expressed in relative terms. In order to arrive at a choice between 
these two, or indeed to decide upon any particular statistical model, several considera- 
tions are relevant. From a purely e m g c a l  viewpoint, the most important properties 
of a model are simplicity and goodness of fit to the observed data. The aim is to be 
able to describe the main features of the data as succinctly as possible. Clarity is 
enhanced by avoiding models with a large number of paraqeters which must be 

§ 6.1) are required to fit the data adequately, whereas with another only a few are 
required, the latter would generally be preferred. 

The empirical properties of a model are not the only criteria. We also need to 
consider how the results of an analysis are to be interpreted and the meaning that 
will be attached to the estimated parameters. Excess and relative risks inform us about 

\ two quite different aspects of the association between risk factor and disease. Since 
relative risks for lung cancer among smokers versus non-smokers are generally at least 
five times those for coronary heart disease, one might be inclined to say that the lung 

on lung cancer death rates. This fact has led some authors to advocate exclusive use 
of the additive measure (Berkson, 1958). Rothman (1976), as noted earlier, has 
aigued that it is the most natural one for measuring interaction. 

In spite of these considerations, the relative risk has become the most frequently 
used measure for associating exposure with disease occurrence in ,~n=epidemiology, 
both because of its empirical behaviour and because of several logical properties it 
possesses. Empirically it provides a summary measure which often requires little quali- 
fication in terms of the population to which it refers. Logically it facilitates the evalua- 
tion of the extent to which an observed association is causal. The next two sections 
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explore these important properties of the relative risk in some detail. We merely point 
out here that, once having obtained an estimate of the relative risk, it is certainly 
possible to interpret that estimate in terms of excess risk provided oneXii5w-e 
d i s e e c e  rates for unexposed individuals in the population to which it refers. 
For example, if the baseline disease incidence is 20 cases per year per 100 000 popula- 
tion and the relative risk is 9, this implies that the difference in rates between the 
exposed and unexposed is (9-1) x 20 = 160 cases per 100 000. In our opinion, the 
advantages of using the relative measure in the analysis far outweigh the disadvantage 
of having to perform this final step to acquire a measure of additive effect, if in fact 
that is what is wanted. No measure of association should be viewed blindly, but instead 
each should be interpreted using whatever information exists about the actual magnitude 
of the rates. 

2.5 Empirical behaviour of the elative risk fi 
Several examples from the l i t e M  of cancer epidemiology will illustrate that the 

relative risk provides a stable measure of association in a wide variety of human popu- 
lations. When there are differences in the (multiplicative) effect of exposure for 
different populations, it is often true that the levels of exposure are not the same, o r  
that there are definite biological reasons for the discrepancies in the response to the 
same exposure. 

Temporal variation in age-specific incidence 

Table 2.5 shows the age-specific incidence rates for breast cancer in Iceland for two 
of the birth cohorts represented in Figure 2.4. The ratios of these rates for the two 
cohorts are remarkably stable in the range 1.66-1.81, whereas the differences between 
them triple over the 50-year age span. Thus, while one can describe the relationship 
between birth cohort and incidence by saying that the age-specific rates for the later 
cohort are roughly 1.7 times those for the earlier one, no such simple summary is 
possible using the excess risk as a measure of association. Note that the ratio of the 
cumulative rates summarizes that for the age-specific ones, and that the cumulative risk 
ratio is only slightly less than the rate ratio despite the 50-year age span. 
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Table 2.5 Average annual incidence rates for breast cancer in Iceland, 1910-72, per 100 000 popula- 
tion" 

Year of Age (years) Cumulative (ages 40-89) 
birth 4C-49 5-9 60.69 70-79 80-89 Rate (%) Risk (%) 

Difference 27.20 41.30 57.80 59.00 91 .OO 2.77 2.63 
Ratio 1.70 1.78 1.81 1.73 1.66 1.73 1.70 

a- I J 
"From Bjarnasson eta!. (1974) 



BRESLOW & DAY 

Geographical variation in  age-specific incidence 

Figure 2.7 gives a plot of incidence rates against age for stomach cancer occurring 
in males in three countries (Waterhouse et al., 1976). In calculating these rates, 
six 5-year age intervals were used: 35-39, 40-44, 45-49, 50-54, 55-59, 6CL64. Since 
a logarithmic scale is used for both axes, the plotted points appear to lie roughly on 
three parallel straight lines, each with a slope of about 5 or 6. This quantitative 
relationship, which is common for many epithelial tumours, may be expressed sym- 
bolically as follows. Denote by A,(t) the average annual incidence rate for the ith area 
at age t, where t is taken to be the midpoint of the respective age interval: t = 37.5, 
42.5, etc. The fact that the log-log plots are parallel and linear means that approximately 

log A,@) = a +PI + y log(t), (2.9) 

where we arbitrarily set PI = 0, thus using country 1 as a baseline for comparison. 
Raising each side of this equation to the power e, the relationship may also be expressed 

Ai(t) = earitY, (2.10) 
where ri = exp(Pi). 

The values of the parameters in (2.9) which give the best "fit" to the observed 
data points, using a statistical technique known as 'weighted least squares regression' 
(Mosteller & Tukey, 1977, p. 346), are a = -18.79, PI = 0, P, = 0.67, P3 = 1.99 and 
y = 5.49. Although the deviations of the plotted points about the fitted regression 
lines are slightly larger than would be expected from purely random fluctuations, the 
equations well describe the important features of the data. 

The parameters r (= exp P) describe the relative positions of the age-incidence 
curves for the three countries. By considering ratios of incidence rates, the relative 
risk of stomach cancer in males in Japan versus those in Connecticut is 

while the relative risk in Birmingham versus that in Connecticut is 

The most important feature of the above relationships is that, to the extent that 
equations (2.9) or (2.10) hold, the relative risks between different areas do not vary 
with age. The chance that a Birmingham male of a given age contract stomach cancer 
during the next year is roughly twice that of his New England counterpart, and the 
same applies whether he is 45, 55 or 65 years old. On the other hand, the absolute 
d i S r e E e s - h  t h e  ageispecific k5ites; i.e., Az(t)jll(t), vary markedly with age. The 
percentage increase in incidence associated-Kith each 10% increase in age is related 
to the parameter y through the equation 

and varies neither with age nor with area. 
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Fig. 2.7 Age-specific incidence of stomach cancer in three populations. From Water- 
house et al. (1976). Number of cases shown by each point. ( A  = Japan 
(Miyagi); x = UK (Birmingham); = US (Connecticut).) 



62 BRESLOW & DAY 

As shown by Cook, Doll & Fellingham (1969), most epithelial tumours have age- 
incidence curves of a similar shape to that of gastric cancer, differing between popula- 
tions only by a proportionality constant, i.e., relative risk. This is a good technical 
reason for choosing the ratio as a measure of association, since it. permits the relation- 
ship between each pair of age-incidence curves to be quite accurately summarized in 
a single number. 

The two epithelial t u ~ ~ k r c k d e ~ ~ ~ t g m s k n a r k e d l y f r o r n ~ t h i s  pattern are those 
of the lung and the breast. For breast cancer we have already shown h o w ~ i ~ r @ f i f t f ~ -  - 
in the cross-sectional age curves reflect a changing incidence by year of birth, and 
that a basic regular behaviour is seen when the data are considered on a cohort basis 
(Figures 2.3 and 2.4; Bjarnasson et al., 1974). A similar phenomenon has been noted 
for lung cancer, where a large part of the inter-cohort differences are presumably due 
to increasing exposure to tobacco and other exogenous agents (Doll, 1971). 

Risk of cancer following irradiation 

Radiation induces tumours at a wide range of sites, and its carcinogenic effects have 
been studied in a variety of population groups, including the atomic bomb survivors 
in Japan and people treated by irradiation for various conditions. As discussed in the 
previous example, the "natural" incidence of most cancers varies widely with age at 
diagnosis. Here we examine how the carcinogenic effect of radiation varies according 
to age at exposure, i.e., the age of the individual when irradiated. 

In the mid 1950s, Court Brown and Doll (1965) identified over 14 000 individuals 
who had been treated by irradiation for ankylosing spondylitis between 1935 and 1954 
in the United Kingdom. The latest report analyses the mortality of this group up to 
1 June 1970 (Smith, 1979). In Figure 2.8 we show the change with age at exposure 
of the relative risk and.of the absolute risks for leukaemia and for other heavily irra- 
diated sites. For both types of malignancy, the relative risk varies little with age at 
exposure, whereas the absolute risk increases rapidly as age at treatment increases. 
The effect of the radiation is thus to multiply the incidence which would be expected 
among people in the general population of the same age by a factor of roughly 4.8 for 
leukaemia and 1.5 for other hcavily irradiated sites. As a function of time since exposure, 
the relative risk for leukaemia appears to reach a peak after 3-5 years and then decline 
to zero, whereas the effect on heavily irradiated sites may persist for 20 or more years 
after exposure. 

An analysis of the mortality among atomic bomb survivors for the period 1950-74 
(Beebe, Kato & Land, 1977) demonstrates a similar uniformity of relative risk with age 
at exposure, and the corresponding sharp increase in absolute risk. There is, however, 
one major exception to the uniformity of the relative risk. For those aged less than 
ten years at exposure the relative risks are considerably higher than in subsequent age 
groups, which presumably indicates greater susceptibility among young children. 

Studies of breast cancer induced by radiation include those of atomic bomb survivors 
(MacGregor et al., 1977) and of women treated by irradiation for tuberculosis (Boice & 
Monson, 1977) or a range of benign breast conditions (Shore et al., 1977). The 
relative risk appears higher among women exposed at younger ages and is particularly 
high among those exposed in the two years preceding menarche or during their first 
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Fig. 2.8 Ratio of observed to expected numbers of deaths and excess death rates from 
leukaemia and cancers of heavily irradiated sites according to age at first treat- 
ment with X-rays for ankylosing spondylitis. From Smith (1979). 

Age at first treatment(year5) 

300r 

'= 200 i 2 loo / 
(d 

K 

----- cancers of heavily 
irradiated sites(H.1.S) 

Age at first treatment(years1 

N0.d { 7 8 8 4 leuk. 

deaths 29 80 69 43 H.I.S. 

pregnancy (Boice & Stone, 1979). The proliferation of breast tissue during menarche or 
first pregnancy would suggest an increased susceptibility to carcinogenic hazards. 

T ~ & ~ e - ~ ~ k t h u s  s e s  t o  provide ......_,__..___.___,_l__.._._..---.-. a fairly uniform-m~re,g_fJ.h_eecarcinogenic -.- . . --.--- 
effect of radiation a s  a fu.nct~~f~..a~-,ii~~.~~posgr_e, except where a dif_$erence_in the 
r6T~it;e'iXprobably reflects ~. . differences,,i~n~tissue . susceptibility-.---''- . -. . -- . . .. . ' 
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Lung cancer and cigarette smoking 

exposures. Cigarette smoking is related to tumours at a number of sites including the 

Table 2.6 presents the change in incidence with age among continuing smokers and 
among non-smokers, as given by Doll (1971), the data for consecutive five-year age 
groups being averaged. The excess risk increases sharply with age, whereas the' relative 
risk, although increasing, changes only slowly. 

Table 2.6 Incidence of bronchial carcinoma among non-smokers and con- 
tinuing smokers, per 100 000 person-yearsa 

Smokers Relative risk Excess risk 

A more appropriate way of looking at the risk of lung cancer associated with ciga- 
rette smoking, however, is in terms of duration of smoking rather than simply age. 
Figure 2.9 presents the incidence of lung cancer for non-smokers as a function of age, 
and for smokers as a function of both age and duration of smoking. The increase in 
relative risk with ageis clear, but more striking is the parallellism of the lines for non- 
smokers and for smokers when incidence is related to duration of smoking. Since for ---- . -*.....-. . ... 
non-smokers we might regard exposure as lifelong, one could consider that the two 
time scales both refer to duration of exposure. The figure thus displap a constant . 
relative difference in incidence when the. more relevant t i m e ~ ~ s ~ ~ i ~ ~ u s e d .  

showed that age at first birth is the major feature of a woman's reproductive life which 
influences risk for breast cancer. Table 2.7, taken from their work, shows the uniformity 
of the relationship- between risk and age at first birth over all centres in a ,collaborative 
study. Furthermore (not shown in the' table), these relative risks change little with 
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Fig. 2.9 Age-specific mortality rates from lung cancer for smokers and non-smokers. 
From Doll (1971). (0 - = cigarette smokers by duration of smoking; 
0-0 = cigarette smokers by age; x-x = non-smokers by age.) 

Years 

Table 2.7 Estimates of relative risk of breast cancer, by age at first birthasb 

Centre Nulliparous Parous, age at fimt birth (years): 
<20 20-24 2529 3 M 4  35+ 

Boston 100 32 55 76 90 117 
Glamorgan 100 38 49 67 73 124 
Athens 100 51 71 79 106 127 
Slovenia 100 8 1 74 94 112 118 
Sao Paulo 100 49 65 94 84 175 
Taipei 100 54 45 37 89 106 
Tokyo 100 23 49 78 100 138 

All centres 100 50 60 78 94 1'22 

"From MacMahon et a1. (1970) 
Estlrnated risk relative to a rlsk of 100 for the null~parous; adjusted for age at d~agnosis 
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relative risk to summarize the relationships among s o  wide an array of incidence pat- 
terns indicates that, at least in this situation, it reflects a fundamental feature of the 
disease. The absolute differences in age-specific incidence rates by age at first birth 
vary widely between the populations. 

The failure of previous work on the influence of reproductive factors on risk of 
breast cancer to identify the basic importance of age at first birth was probably due to 
inappropriate measures of disease association. As MacMahon et al. concluded, "Previous 
workers seem not to have considered the differences of sufficient importance to 
warrant detailed exploration. An apparent lack of interest in the relationship may have 
resulted from failure to realize the magnitude of the differences in relative risk that 

I 
underlie it. This lack of recognition of the strength of the relationship can be attributed 
primarily to analyses using summary statistics such as means . . .". 

2.6 Effects of combined exposures 

The previous examples have illustrated the extent to which the relative risk remains 
constant over different age strata, or among different population groups. We shall 
now examine the extent to which the relative risk associated with one risk factor varies 
with changing exposure to a second risk factor, and we shall see that in this situation 
one also frequently observes relative uniformity. Consider the simplest situation, with 
two dichotomous variables A and B. There are four incidence rates, denoted ,IAB, ,IA, 
;IB and ,Io according to whether an individual is exposed to both, one or neither of 
the factors. The three relative risks, expressed using A, as the baseline incidence, are 
rAB = AAB/AO, rA = lA/jlO and rB = AB/AO, respectively. 

Among those exposed to B, the relative increase in risk incurred by also being 
exposed to A is given by AAB/AB = rAB/rB. If the relative risk associated with exposure 
to A is the same, whether or not there is exposure to B, we say that the effects of the 
two factors are independent or do not interact (Figure 2.6). In this case rAB/rB = rA, 
from which rAB = TATB. Thus, the independence of relative risks for two or more 
exposures implies a multiplicative combination for the joint effect. But, if the two risk 
factors each have additive rather than multiplicative effects on incidence, then similar 
calculations show that the relative risk for the joint exposure under the no interaction 
assumption is TAB = rA + rB-1. 

The uniformity of relative risk for the exposures considered in the earlier examples 
can also be interpreted as a multiplicative combination of effects. Since the spontaneous 
incidence of leukaemia increases with age and radiation affects the spontaneous inci- 
dence proportionately, the joint effect is simply the product of the spontaneous rate 
and the radiation risk. Women, in the United States have an incidence of breast cancer 

introduced in Chapter 4, age-adjusted relative risks of oral cancer were calculated for each of the 16 
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Table 2.8 Joint effect of alcohol and tobacco consumption on risk for oral 

Alcohol 
(ozlday) 

Tobacco (cigarette equiv.lday) Alcohol risk 
0 1-19 2 0 4 9  40+ (adjusted for tobacco) 

Tobacco risk 1 .O 1.4 2.4 4.2 
(adjusted for 
alcohol) 

a From Rothman and Keller (1972) 
Relative risks adjusted for age at diagnosis 

alcohol/tobacco categories shown. These may be denoted rij, where i refers to tobacco level and j to 
alcohol level. Since the category of lowest exposure to both factors is used as a baseline for comparison 
with other groups, r,, = 1.0. 

The multiplicative hypothesis in this framework takes the form 

whereby the relative risk for a given category of tobacco/alcohol consumption is obtained as the product 
of a relative risk for the tobacco level times that for the alcohol level. Again, this expresses the idea that 
relative risks for different tobacco levels do not vary accordingto alc9hd- consumption, and vice ve_rsa. 
Of c ~ u r s C t l i ' ~ ? ~ j " I j ? ~ ~ ~ ~ t ~ d  in TibE2.8'd6nn6f&~~~~~;equirement exactly. Procedures are presented 
in Chapter 6 for finding estimates of ril and rlj which yield the best fit to the observed data under the 
model. These estimates, shown in the margins of Table 2.8, were used to calculate the expected number 
of cases in Table 2.9. Comparison of the observed numbers of cases with those expected under the model 
shows that agreement between the model and the data is about as good as can be expected, given the 
errors inherent in random sampling. 

Table 2.9 Observed number of cases and controls by smoking and drinking category, and the number 
expected under the multiplicative modela 

Alcohol Tobacco (cigarette equlv Iday) 
(ozlday) 0 1-19 2 0 4 9  40 + 

Cases Controls Expected Cases Controls Expected Cases Controls Expected Cases Controls Expected 
cases cases cases cases 

a F r ~ m  Rothman and Keller (1972) 

The multiplicative effects of alcohol and tobacco have been demonstrated by Wynder 
and B-1) for cancer o f f h ~ o p h a g u s ,  and for cancer of the mouth in an 
earlier publication (Wynder, Bross & Feldman, 1957). 

Example: A second example concerns the joint effect of asbestos exposure and cigarette smoking on 
risk for bronchogenic carcinoma. Selikoff and Hammond (1978) followed 17 800 asbestos insulation 

' workers prospectively from 1 January 1967 to 1 January 1977. Smoking histories were obtained for the 





:the 
ions 
tion 
iften 
not 

:mic 
ably 
e x f  

MEASURES OF DISEASE 69 

2.7 Logical properties of the relative risk 

In addition to an empirical justification for its use, the relative risk has some pro- 
--1.- -A*--..- --.- - --- -- 

per%& of a logical nature which are useful for appraising the extent to which the 
observed association may be explained by the presence of another agent, or may be 
specific to a particular disease entity. Cornfield et al. (1959) gave a precise statement 
and formal proof of these properties (see also 8 2.9). 

"If a n s e n t ,  A, with no causal effect upon the risk ofdisease, nevertheless, because 
--fl-, -" --7- - -  

of a positive correlation with some other causal agent, B, shows an apparent risk, r, 
for those exposed to A, relative to those not so exposed, then the --. . of B, 
among those exposed to A, relative - - to the prevalence among those not - so expqsed, 
must be gTeZter than r." 

L - 

Thus, in order that the smoking-lung cancer association be explained by a tendency I 
I 

for people with a cancer-causing genotype to smoke, the putative genetic trait must 
carry a risk of at least ninefold in addition to being at least nine times more prevalent -- - 
amonpmokers. Spurious associations due to -_ - _. - c o n f o u ~ n ~ - ~ ~ i ~ ~ " y ~ - w e a ~ t h e  _ ------ 
un&rlying genuine associations when strength of association is measured - by relative - 

- - 
risk.- 1 

Cornfield et al. also note that the relative measure is a sensitive indicator of the speci- 
ficity of the association with a particular disease entity: II 

"If a causal agent A increases the risk for disease I and has no effect on the risk for 
disease 11, then the relative risk of developing disease I, alone, is greater than the 1 
relative risk of developing disease I and I1 combined, while the absolute measure is 
unaffected." I 

Thus, if the agent in question increases the risk of a certain histological type of cancer 
at a given site (e.g., "epidermoid" as opposed to other types of lung cancer) but has 
little or no effect on other types, a greater relative risk is obtained when the calculation 
is restricted to the particular histological type than when all cancers at that site are 
considered. But, it makes no difference to the excess risk if the other histological 
types are included or not. 

Finally, from the point of view of case-control studies, there is one compelling reason 
for adopting the relative risk as the primary measure of association even in the absence 
of other considerations. This_issimply tb& as shown in the next section, the relative _-_ - ---- - - 
risk is in principle directly estimable from data collected in _-__- a case-control -- study. Addi- 
tional-information, namely knowreage-of BXaTincidence rates for at least one of the / 
exposed or non-exposed populations, is required to estimate the excess risk. 

2.8 Estimation of the relative risk from case-control studies - basic concepts 

A full understanding of how the data from a case-control study permit estimation I 
I 

of the relative risk requires careful description of how cases and controls are sampled I I 

from the population. The studies whose analysis is considered in this monograph involve 
the ascertainment of new (incident) cases which occur in a defined study period. I 

Ideally these cases are identified through a cancer registry or some other system which I 

I 
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covers a well-defined population; with hospital-based studies the referent population, 
consisting of all those "served" by the given hospital, may be more imaginary than 

I real. Most commonly the sample will contain all new cases arising during the study 
period, or  at least all those successfully interviewed. Otherwise they are assumed to be 
a random sample of the actual cases. 

The controls in a case-control study are assumed to represent a random sample of 1 
the subjects who are disease-free, though otherwise at risk. The control sample may 
be stratified, for example on the basis of age and sex, so that it has roughly the same I 

age and sex distribution as the cases. Or, the controls may be individually matched to 
cases on the basis of family membership, residence or other characteristics. Under 
such circumstances the controls are assumed to constitute a random sample from 
within each of the subpopulations formed by the stratification or matching factors. 

If infinite resources were available, one would ideally conduct a prospective investiga- 
tion of the entire population. Subjects would be classified at the beginning of the study 
period on the basis of exposure to the risk factor, and at the end of the period according 
to whether or not they had developed the disease. Suppose that a proportion p of the I 
individuals at risk in a particular stratum were exposed at the beginning of the study. I 

I 
Denote by PI = Pl(t) the probability that an exposed person in this stratum develops 
the disease during a study period of length t, and by Po = Po(t) the analogous quantity 

1 for the unexposed. Let Q = 1-P and q = 1-p. Then the expected proportions of indi- 
viduals who fall into each of the resulting four categories or cells may be represented 

Exposed Unexposed Total 

D~seased PPI+ qpo i 

I 
D~sease-free PQI + qQo I 1 /I 

If the study period is reasonably short, which means of the order of a year or two 
for most cancers and other chronic disease, the probabilities P1 and Po will be quite 
small. According to § 2.4, their ratio will thus be a good approximation to the ratio r 
of stratum-specific incidence rates averaged over the study period. In other words, 
we have as an approximation r = Al/Ao=P1/Po. Since Q1=Qo=l  under these same 
circumstances, it follows that P1/Q1=Pl and Po/Qo--Po, and thus that the relative 
risk is also well approximated by the odds ratio ty of the disease probabilities: 

The term "odds ratio" derivis from the fact that ty may also be written in the form 
(Pl/Ql)+(Po/Qo), i.e., as the ratio of the "odds" of disease occurrence in the 
exposed and non-exposed sub-groups. 
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Example: Suppose the average annual incidence rates for the exposed and non-exposed substrata are 
1, = 0.02 and lo = 0.01 and that the study lasts three years. Then the cumulative rates are A ,  = 0.06 
and A. = 0.03, while the corresponding risks (2.4) are PI = 1 - exp(-0.06) = 0.05824 and Po = 1 - 
exp(-0.03) = 0.02956. It follows that the odds ratio is 

as compared with a relative risk r = l , l lo of exactly 2 

As Cornfield (1951) observed, the approximation (2.13) provides the critical link 
between prospective and retrospective (case-control) studies vis-ci-vis estimation of 
the relative risk. If the entire population were kept under observation for the duration 
of the study, separate estimates would be available for each of the quantities p, PI and 
Po, so that one could determine all the probabilities shown in (2.12). If we were to 
take samples of exposed and unexposed individuals at the beginning of the study and 
follow them up, this would permit estimation of PI  and Po and thus of both excess 
and relative risks, but not of p; OF course such samples would have to be rather large 
in order to permit sufficient cases to be observed to obtain good estimates. With the 
case-control approach, on the other hand, sampling is done according to disease rather 
than exposure status. This ensures that a reasonably large number of diseased persons 
will be included in the study. From such samples of cases and controls one may estimate 
the exposure probabilities given disease status, namely: 

pl = pr(exposed 1 case) = PPI and 
pp1+ qpo 

po = pr(exposed 1 control) = PQI 
PQI + qQo 

It immediately follows that the odds ratio calculated from the exposure probabilities 
is identical to the odds ratio of the disease probabilities, or in symbols: 

Consequently the ratio of disease incidences, as approximated by the odds ratio of the 
corresponding risks, can be directly estimated from a case-control study even though the 
latter provides no information about the absolute magnitude of the incidence rates 
in the exposed and'non-exposed subgroups. 

Example: As an illustration of this phenomenon, suppose the incidence rates from the previous example 
applied to a population of 10 000 persons, of whom 30% were exposed to the risk factor. If the entire 
population were kept under observation for the study period one would expect to find P, x 3 000 = 175 
exposed cases and Pox  7 000 = 207 non-exposed cases. The data could thus be summarized: 

Exposed Unexposed Total 

I 
Diseased 175 207 382 

Dlsease-free 2 825 6 793 9 618 

Total 3 000 7 000 10 000 


