SESSI ON 10 LOG STI C REGRESSI ON: DETAI LS

Revi ew

Data: Binary Y's; Paraneters of interest: PROPORTIONS (P s)

"regul ar" regression not usually appropriate
(constraints on range of P. var[Y]| X varies with P, ...)

Logi stic regression:
Logit = Log odds = Log[ P/ (1-P)] {Logis to base e, where e = 2.718...}

Logit[P] linear in X <==> P is S-shaped function of X
Logit[P] = Bop + B1. X <==> P = 1/ (1+exp[-(Bo + B1. X)])

P i ODDS Log ODDS
= 1/(1+exp[-Logit]) = P/(1-P) ="Logit" =Log[P/(1-P)]
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Logi stic regression
P nearly linear in X if narrow range of P

Logi stic regression is one of famly of
Generalized Linear Models for Binary (Bernoulli) Y's..
Or (if fewcovariate patterns) Suns of Binary Y's (Binonmal counts)

with P's "indexed by", 1i.e., a function of, X values
ldentity "LINK': => P as |inear function of X
Log "LINK": => log[P] as linear function of X

Fitting of paranmeters (nowadays, not as in Cornfield 1962):
Par anet er val ues that give the Maxi mum (| og) Likelihood

Key: a probability nodel (here Binonial) that, for a given
val ue of nodel paraneters, applied to the known X' s,
yields the probability of observing each observati on.

=> probability(each observed Y | nodel)

=> probability(entire set of observed Y' s | nodel)
= PRODUCT of probabilities (“likelihoods”) of Y's

PRODUCT small --> use Log(PRODUCT) (= sumof log of conponents)
maxi m ze log likelihood = = log[prob(Y)| f s and X s]
(cf. mninmze SS(residuals) = = (Y-Yhat)? | B's and X' s )




&oi ng back and forward between P, Odds and Loqit

(e.g. of logistic regression with 2 X' s)

Logit of P| X1 & X2 = Log odds = Log 1_—PP = Po + P1. X1 + P2. X2

Odds = antiLog[Log odds (= Logit)]

= exp[ Logit] = exp[Po + P1. X1 + P2. X2]

( exp[value] =antilog of a value, where log is to base e)

P = odds exp[ po + P1. X1 + P2. X7] _
= —1+OddS = 1+exp[ [30 T [31. X1 + 62- X2] (I prefer this form

it has form odds / (1+odds)

_ 1 |
= 1+eXp[-([30 n [31- Xl T ﬁZ- XZ)] (others prefer this form




&oi ng back and forward between P, Odds and Loqit
Exanpl es of logistic reqgression wwth 2 X's ranging fromO0O to 1

Logit[P| X1 & X2 ] Logit[P| X1 & X2 ]
= -3 +2.X1 +4.X = -3 +2.X1+3.Xo+ 1 X1.X2




Exanpl e of

| ogi stic regressions with 2 Bl NARY X' s

Logit[ P| X1 & X2 ]
= Po + P1. X1 + P2. X2
-1.39 1.10 1.61

Odds x5x 3 =15/4
P =15/19=0.79

X2

Odds x 5=5/4
P=5/9=0.55

P(0,0) = 0.2

Odds =0.2/0.8
=1/4=0.25

Note: with a two-point (BINARY) X, there is no issue of “linearity” of the logit with respect to X

Logi t[P| X1 & Xz ]
= Bo + P1. X1 + P2. Xot+ B3. X1. X2
-1.39 0.69 1.79 0. 22

Odds x 6 x2x 1.25 =15/4
P =15/19=0.79

X2

Odds x 6 = 6/4
P =6/10 =0.60 0.33

P(0,0) = 0.2

Odds =0.2/0.8
=1/4=0.25




| nterpretation of B coefficients in Loqgistic Regressi on

First: Interpretation of f in Generalized Linear Models

f = difference in LINK function of u[Y|X]
for a difference of 1 unit in X
wth other XXs in npdel held constant

w = Proportion (P) of 1's when dealing with 0/1 Y data
so, if LINKis...

| DENTITY f = P|] X+ 1 M NUS P| X
LOG B = log{ P|] X+ 13} MNUS log{ P | X}
LOG T

(“LOG p=logit{ P|] X+ 1} MNUS logit{ P| X}

ODDS” )



Converting ‘s in Generalized Linear Mddels to useful paraneters

| DENTILTY B = P| X+ 1 M NUS P| X

“as 1s” ... represents R SK DI FFERENCE ( RD)
for a 1 unit difference in X

LOG B = log{ P|] X+ 1} MNUS log{ P | X}
Taki ng Antil ogs of both sides
(renmenber: difference of logs of 2 values = log of their rati o)
ANTI - LOG P| X+ 1
exp[p] = --------- .. represents Rl SK RATI O (RR)

Pl X for 1 unit difference in X




Converting B's in Loqgistic Models to useful paraneters

REMEMBER that “logit” is “LOG ODDS”
so LOd STI C Regression is LOG ODDS Regressi on

LOG T LI NK

p=logit{ P|] X+1} MNUS logit{ P| X}

Renenbering that a logit is a LOG ODDS ...
f =1log OODS | X + 1 MNUS |og ODDS | X

Agai n, taking Antil ogs of both sides, and renenbering that
a difference of logs of 2 values = 1log of their ratio...

CbDS | X + 1
exp[p] = ------------ ... represents ODDS RATI O (OR)
obDS | X for 1 unit difference in X




Poi nt and (Confi dence) Interval Estimte of Odds Rati o

For sinplicity, use Binstead of 3, & b instead of f_hat

& use “OR’ for Odds Rati o PARAMETER and or for estinmate ...

b =log[or] ; large sanple Cl for B : b +/- z.SE[D]
Thus ...

OR hat = or = exp[b] = eb

| arge sanple Cl for OR: exp{ b +/- z.SE[b] }




As in any regression, must specify the units for X ...

Whund I nfection After Cesarean Delivery

(hj ective: Studies neasuring postoperative infectious norbidity foll ow ng cesarean
delivery (CD) have been limted to inpatient data, leading to an underreporting of
surgical site infection rates. The primary objective of this study was to determ ne the
true rate of wound infection in patients undergoing energency CD at the Royal Al exandra
Hospital in 1997 and 1998. The secondary objective was to identify risk factors for wound
I nfection follow ng CD.

Met hods: Patients were contacted by phone one nonth after di scharge and a questionnaire
was conpl eted to diagnose wound infection. Patient charts were then reviewed for the
presence or absence of nodifiable risk factors for wound infection: duration of nenbrane
rupture, nunber of vagi nal exam nations, obesity, surgical prophylaxis and ot her
antibiotic use in |labor. Patients who were pretermor who had not | abored were excl uded.

Ri sk factor data were anal yzed using | ogistic regression
anal ysi s.

Results: 62% of patients who underwent CD in 1997 were cont act ed.
O these 948, 341 were term and had | abored prior to their CD. A
total of 31 patients devel oped wound infections giving a

cunul ative incidence of 9.1% Qbesity was the only significant
risk factor in our analysis (OR=1.05, CI=1.01- 1.10). The power
of the other risk factors studied was only 55%

Concl usion: In 1997, the wound infection rate followwing CDin term
patients who have | abored is 9.1% Obesity is the only nodifiable risk
factor identified using 1997 data; however, additional data from 1998
are currently being collected and anal yzed.
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Point & Interval Estinmate of Odds Ratio for a difference 86X

b = difference in log odds for 1 unit difference in X
b.(0X) = difference in |og odds for dX unit difference in X
Thus ...

Poi nt Esti nat e

OR hat [X + 06X relative to X ] = exp[b. (dX)]

Cl :
OR[X + 60X rel. to X ]: exp{b.(d0X) +/- z.(6X).SE[b]. }
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Check on Interval Estimate of OR (often done by cal cul at or)

Cl for B=log[OR] is (additively) symetric
around point estimte b=l og[or]

e.g.:
b =2.5, SE[b] = 0.5 ; Z=2 for 95% (A -- rounded from 1. 96)

Cl for B: 2.5 +/- 2.(0.5) =1.5t0 3.5

So... C for OR = exp[B] is (nmultiplicatively) symetric
around point estimate or=exp[b]

with b=25 and SE[b] = 0.5 ...
point estimate of OR = exp[2.5] = 12. 2
Cl for OR: exp[l.5to 3.5] =4.5 to 33.1

Check: Lower limt (4.5) as many nultiples bel ow

Point Estimate (12.2)
as upper limt (33.1) is above.

4.5 x 33.1 = square of 12.2
( apart fromroundi ng) and

12.2/4.5 = 33.1/12. 2
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Model ling Effect nodification and Interpreting the paraneters
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Links with the nbre famliar: the 2 x 2 Tabl e

X=1 X=0
Y=1 a b
Y=0 C d
CDDS al c b/ d
(a/lc) [/ (b/d)
ODDS
RATI O = ad/ bc
As a Fitted Logistic Regression Mdel:
| og[ odds] = B, X+ By
| og[ odds] = log[ad/bc].X + | og[ b/ d]
odds = b/ d | f X=0
odds = (b/d).(ad/bc)
= al c 1 f X=1

Check, using a logistic regression program that

SE[bq] = sqrt[ 1/a + 1/b + 1/c + 1/d]
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O her Links with the nore famliar: several (J) 2 x 2 Tabl es

stratum X Dat aset for |ogistic regression
1 0 stratum X Y __ Nunber
1 a; by 1 1 1 aq
1 Y 1 1 0 Cq
0 ¢ dq 1 0 1 b,
. ng 1 0 0 d4
1 aj by 1 1 1 aj
J Y 1 1 0 Cj
0O ¢y d 1 0O 1 b
- ng 1 0 0 dq;
ORVant el - Haenszel Logi stic regression with
= Xa;dj/n; [ za;dj/n; | ndi cator variables for strata

or yy and or = exp[By] fromlogistic regression NOT identical.

S (unconditional) Logistic regression not appropriate if table
margi ns are extrene -- in such situations, use conditional
| ogi stic regression (avoids having to fit 1 B for each stratum.

15



