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-1- Variability of, and trends in, proportions

The following data are the proportion of Canadian adults responding
YES to the question "Have you yourself smoked any cigarettes in the
past week?" in Gallup Polls for the years 1974 to 1985.

1974 52%
1975 47%
1976 ---
1977 45%
1978 47%
1979 44%
1980 41%
1981 45%
1982 42%*
1983 41%
1984 39%
1985 39%

--- question not asked;
*   question worded "occasionally or regularly"

Results are based on approximately 1050 personal in-home
interviews each year with adults 18 years and over.

a Plot these percentages along with their 95% confidence intervals.

b Is there clear evidence that the trend is downward? To answer
this, try to draw a straight line through all (or most of) the
confidence intervals and ask can the straight line have a slope of
zero i.e. be parallel to the horizontal axis. You might call this a
"poor-person's test of trend".

-2- Dentifrices

In a study of the cariostatic properties of dentifrices, 423 children
were issued with dentifrice A and 408 with dentifrice B. After 3
years, 163 children on A and 119 children on B had withdrawn from
the trial. The authors suggest that the main reason for withdrawal
from the trial was because the children disliked the taste of the
dentifrices. Do these data indicate that one of the dentifrices is
disliked more than the other?

-3- Sample size needed to asses risk of abortion after
chorionic villus sampling

The following letter is by Holzgreve et al. to The Lancet (p. 223,
January 26, 1985). They use symbols P1 and P2 in the same way we
use the Greek (for "population") symbols "π1" and "π2". Also, they
use the term 'rate' where we might use 'proportion' and they use it as
a percentage i.e. their P2=4.4% is our P2=0.044. Note also that in
the 1st sentence at the top of the page, they reverse the 2 subscripts.
The correct subscripts are those used later on i.e. 1= ultrasonically
normal pregnancies and 2=chorionic villous biopsy (cvb). Below,
lower case p is used for a proportion observed in a sample.

We agree with Dr Wilson and colleagues (Oct 20, p
920) that background rates of spontaneous abortion in
ultrasonically normal pregnancies are an important
requirement for evaluating the of chorionic villus
sampling in the first trimester. For an unbiased
assessment of the risk of spontaneous abortion with
this new method of prenatal diagnosis, however, the rate
of fetal losses should be compared with matched
pregnancies without invasive procedures in a
prospective, randomised trial.

To be able to state with confidence that the fetal loss
rate in a group of patients (P) after chorionic villus
biopsy differs from that in a control group of
ultrasonically normal pregnancies (P2) we have
calculated the required sample size for the two
populations, based on a probability of a type I error (a)
of 1% and of a type II error (b) of 10%. The most
recent international survey2 revealed a spontaneous
abortion rate of about 4.4% after chorionic villus
sampling, and this was the figure we used for the rate in
P2 when calculating sample sizes by the Fleiss formula,
the arc-sine formula, and the formula of Casagrande,
Pike, and Smith3 for different assumed risk figures for
P1:
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-6- A SIMPLE WAY TO IMPROVE THE CHANCES FOR
ACCEPTANCE OF YOUR SCIENTIFIC PAPER

To the Editor:  During the past few years we have witnessed a
revolution in the way manuscripts, abstract, and grant proposals are
being typed.  With improved typewriters and computer programs it
is possible to produce manuscripts of typeset quality.  It is generally
assumed that data should be judged by its scientific quality and that
this judgment should not be influenced by typing style.

I challenged this premise by analyzing the rate of acceptance of
abstracts by a large national meeting.  All abstracts submitted to the
1986 annual meeting of the American Pediatric Society and the
Society of Pediatric Research (APS/SPR) appeared in Volume 20,
No. 4 (Part 2) (April 1986) of Pediatric Research.  Contrary to the
practice of many other meetings, this volume also includes all the
abstracts that were not accepted for presentation, and accepted papers
are identified by symbols.

Abstracts were defined as "regularly typed" or "typeset printed."
Each abstract was categorized as accepted if chosen for presentation
or rejected.

A total of 1965 abstracts were evaluated.  Excluded were 47 abstracts
assigned for joint internal medicine-pediatric presentation, because
the majority of them were submitted to the meeting of the American
Federation for Clinical Research, and there was no indication of their
rejection rate; only those that had been accepted appeared in the
APS/SPR book of abstracts.

Of the 1918 evaluable abstracts, 1706 were regularly typed and 212
were "typeset."  The acceptance rate was significantly higher for the
"typeset" abstracts: 107 of 212 (51.4 percent) vs. 747 of 1706 (44
percent) (P<0.05).

Eighty-eight investigators submitted five or more abstracts to the
meeting.  Here, too, there was a higher rate of acceptance for the
"typeset" abstracts (62 of 107:57.9 percent) as compared with the
regularly typed abstracts (184 of 451:40.8 percent) (P = 0.002).

One may argue that investigators who can afford the new equipment
for printing abstracts have more money and can afford better

research, and therefore that their abstracts are accepted at higher
rates.  To explore this possibility. I analyzed data on the 15
investigators who submitted five or more abstracts each and who
used both typing methods.  In this subgroup, 19 or 55 regularly
typed abstracts were accepted (34.5 percent), whereas 31 of 53 of the
"typeset" abstracts were accepted (58.5 percent) (P = 0.015).

These results demonstrate that the new "typeset" appearance of data
increases the chance of acceptance.  It may mean that "typeset"
printing may cause the data to look more impressive.  Alternatively, it
may mean that the new printing makes it easier for reviewers to read
the data and to appreciate its meaning.

Most important, it means that this technological innovation reduces
the chance of success of those not currently using it.

Questions

a. Display the data in the 5th paragraph in a 2 x 2 table.

b. What test (and what hypotheses) are appropriate to compare
the "107 of 212 vs. 747/1706"?  Notice that p<0.05.
(Paragraph 5

c,d,e. see after rebuttal below

 ...ACCEPTANCE OF ABSTRACTS - A REBUTTAL

To the Editor:  Dr. Koren claims that the use of a new "typeset"
method for preparing an abstract may improve the chances for its
acceptance at a national meeting, specifically, at the 1986 annual
meeting of the American Pediatric Society and the Society for
Pediatric Research (Nov 13 issue). This assertion, if correct, should
raise alarm among investigators submitting their work for peer
review and seeking a fair and objective critique. Although Dr. Koren
lists several possibilities to explain why typeset printing may
enhance the rate of acceptance of an abstract, including the
possibility that printing may make the data appear more impressive
or may make the reading of an abstract easier, his data can be
interpreted differently.
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Koren reports that 107 of 212 "typeset-printed" abstracts were
accepted, as compared with 747 of 1706 "regularly typed" abstracts,
the relative acceptance rates being 51.4 versus 44 percent (P<0.05).
Because of the disparity in the sizes of the groups, we are uncertain
what form of statistical analysis he employed.  If one uses the
technique of hypothesis testing of the differences between two
proportions, the proportions 107 of 212 versus 747 of 1706 have a z
value of 1849 with P<0.06.  Thus, when an appropriate statistical
method is used, a significant difference between the two proportions
is not found at the 0.05 level.

These data can be examined in another way: 107 of a total of 854
accepted abstracts (12.5 percent) were "typeset," whereas 212 of
1918 abstracts submitted (11.1 percent) were "typeset."  The
difference between these proportions is obviously not significant.
The difference in the sizes of the groups also makes it difficult to
compare them.  Furthermore, some abstracts were judged
independently of this process in order to be placed in a poster
symposium dealing with a specific topic (ie, "AIDS in Pediatric
Patients").  Of the 30 abstracts chosen for these poster symposia, 15
were (we think) "typeset printed" and may appropriately be removed
from the pool of accepted "typeset" abstracts.

Most important, a reviewer is judging the merit of a given abstract
from a photocopy of the actual abstract, not its appearance in the
April 1986 issue of Pediatric Research.  "Typeset" abstracts that
appear impressive in the abstract book do not necessarily stand out
on the actual abstract form.

For these reasons, Koren's conclusion that a "technological
innovation reduces the chance of success of those not currently
using it" may not be entirely correct.  Other reasons can be advanced
to account for the apparent success of "typeset" abstracts.

Finally, in order to ensure that objective criteria are being used, all
reviewers of abstracts for the 1987 meeting will receive a copy of Dr.
Koren's letter so that they are aware of this potential problem.

R W. Chesney, M.D. Society for Pediatric Research University of
California

Questions (continued)

c. The rebuttal claims that the difference between these two
proportions is associated with a p-value of p=0.06 (2nd
paragraph).

Why do you think the "rebutting" authors arrive at a different
p-value? [The typographical error (1819 for 1.849) is not the
problem] (Paragraph 2, last two sentences)

d. In the 3rd paragraph of the reply, the authors look at the data
regarding the same 1918 abstracts "in another way" i.e. in a
type of case-control analysis.  This is a legitimate way to
look at the data; however, the "obviously nonsignificant" p-
value associated with the comparison of 107/854 vs
212/1918 is not legitimate.  Why? (Paragraph 3, fourth line)

e. The rebuttal mentions "the disparity in the sizes of the
groups" in two places.  The second time, in paragraph 3, it is
stated that "the difference in the sizes of the two groups also
makes it difficult to compare them". (Third paragraph, fifth
line)Do you agree?  Why / Why not?
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-15- Perioperative Normothermia

Refer to the report of this study (scanned version of text as images
[.gif files] under Resources for Chapter 5; full version, using optical
character recognition, and reformatting in a word processor, as a pdf
file in Resources for Chapter 7)

a Using the same 'inputs' as the authors did (2nd paragraph of
Methods), calculate the sample size requirements.

Some formulae do not use different null and non-null variances,
instead, for simplicity, they use the same null and non-null
variance --calculated at the average of the null and non-null p's;
and some authors use a formula based not on the difference of
the proportions, but of the arcsine transformations of these
proportions. Thus, you should not be surprised if you don't get
exactly the same numbers.

See also my footnote concerning the choice of 'delta'. The
difference that would  be important (the clinically important
difference)  is a matter of judgment; it should not be left to be
'dictated' empirically by Nature (the authors used as their 'delta'
the  empirical difference 9/38 - 4/42 = 14.2% found in their pilot
study!). Imagine what the authors' 'delta' could gave been if they
had done a pilot study of say 2 patients vs. 3 patients, or just 1
vs. 2! And , even with increasing sample sizes, Nature is just
going to show you more precise estimates of what the difference
is, not of "the difference that would make a difference". After all,

Nature doesn't know how much these normothermia blankets
cost, or how acceptable and practical they would be!

Indeed, it is ironic that the observed difference in the study
proper is only 19% - 6% = 13%; it is "statistically significant"
but less than the 'clinically important delta' used by the authors
in their sample size formula.

b State the null and alternative hypotheses, and re-calculate the P-
value in the first row of Table 2.

c Calculate a 95%CI for the difference in infection rates.

d You can convert the point estimate of the difference into the
"number required to treat". The formula for this is

     1/(Infection Rate if do not treat – Infection Rate if treat)

The logic is that if 19/100 would develop an infection without the
intervention, and 6/100 despite it, then intervening on 100 would
prevent 19 - 6 = 13 infections, i.e.. one would need to intervene
on approximately 8 (i.e. 100/13) to prevent 1 infection.

Convert the upper and lower 95% limits for the difference (from
part c) into the corresponding limits on the number required to
treat.




