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A Conversation with Sir David Cox 
Nancy Reid 

Abstract. David Roxbee Cox was born in Birmingham on July 15, 1924. 
He attended Handsworth Grammar School and St. John's College, Cam- 
bridge. From 1944 to 1946 he was employed a t  the Royal Aircraft Estab- 
lishment, and from 1946 to 1950 he was employed a t  the Wool Industries 
Research Association in Leeds. He obtained his Ph.D. from the Univer- 
sity of Leeds in 1949. He was an  assistant lecturer a t  the University of 
Cambridge from 1950 to 1955, and then visited the United States for 15 
months, mainly a t  the University of North Carolina. From 1956 to 1966 
he was Reader and then Professor of Statistics a t  Birkbeck College, Lon- 
don, and from 1966 to 1988 was Professor of Statistics a t  Imperial College, 
London. In 1988 he moved to Oxford to become the Warden of Nuffield Col- 
lege, a post from which he retired on July 31,1994. He is now an Honorary 
Fellow of Nuffield College and a member of the Department of Statistics 
a t  the University of Oxford. In 1947 he married Joyce Drummond. They 
have four children and two grandchildren. 
Among his many honours, Sir David has received to date 10 honorary 
doctorates, an honorary fellowship from St. John's College, Cambridge, 
and honorary membership in four international academies. He has been 
awarded the Guy medals in Silver (1961) and Gold (1973) by the Royal 
Statistical Society. He was elected Fellow of the Royal Society of London 
in 1973 and was knighted in 1985. In 1990 he won the Kettering prize 
and gold medal for cancer research. 
He has authored or coauthored over 200 papers and 15 books. A list 
of his publications through 1988 is included in Hinkley, Reid and Snell 
(1991). From 1966 through 1991 he was the editor of Biometrika. He 
has supervised, encouraged and collaborated with innumerable students, 
postdoctoral fellows and colleagues. He has served as president of the 
Bernoulli Society and the Royal Statistical Society, and he is president- 
elect of the International Statistical Institute. 
This conversation took place in Sir David's office a t  Nuffield College on 
October 26 and 27, 1993. 

WIRA AND CAMBRIDGE problems to do with the industry; and i t  had a t  that 

Reid: I'd like to ask you about your work early in time a remarkable director who simply had the idea 

your career a t  the Wool Industries Research Associ- that you get people and largely let them get on with 

ation. What kind of a place was it, and what kind of it, with encouragement. I went there because with 

position had you there? the previous job I had I'd worked on a problem to 

Cox: Well, Henry Daniels has described it a bit in do with the strength of spot-welded joints and I just 

a recent interview (Whittle, 1993). I t  was a type of or- happened to read in the library a marvellous related 

ganization that was very common in the U.K. a t  that paper by Henry Daniels. Then as I went out of the 

time, funded by government, and by money obtained library there was an  advertisement of a job to go and 

from a levy on the industry, to do basic research on work with Henry. The war had just ended and I was 
free to move, so instead of going back to Cambridge 
to complete my BA, which i'd normally have done, I 

Nancy Reid is Professor of Statistics, Statistics De- went work with him. 

partment, University of Toronto, 100 St .  George In wool textiles, you see, you've got everything: 

Street, Toronto, Ontario, Canada M5S 1Al.  from the biology and the nutrition of the sheep, 
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through the chemistry and physics of various pro- 
cesses, to the operational research side, the engi- 
neering side and the economic side. So there was 
an enormous range of problems and extremely good I 
people working there from whom I learned an e%or- 
mous amount. I did some design of experiments and 
some analysis of data. People would come along with 
their split split plot experiments, or their analysis of 
covariance, and they'd say, "Oh, there's no huny, to- 
morrow afternoon will do." I hadn't the remotest idea 
of how to analyse these things. There weren't really 
any books so one had to struggle to find out what 
to do. In addition I worked on more basic, longer 
term, problems. In fact I did a lot of work which was 
never published: more applied mathematics; theory 
of elasticity, large extension elasticity theory, things 
like that. I wasn't terribly good a t  it, but I did do a 
great deal of work. 

Reid: Did you save all your papers? 
Cox: Yes, they're around here somewhere. [Look- 

. - 

ing around vaguely.] 
Reid: So the work in your paper "The theory of 

drafting wool slivers: In [I], that was more or less 
part of your job. 

Cox: Yes. 
Reid: Plus no doubt a few evenings here and there. 
Cox: [Laughs.] 
Reid: Are parts 2 and 3 somewhere? 
Cox: No; that's an important moral, you see, which 

I should have learned from Henry Daniels. His pa- 
per is "Theory of strength of bundles part l," 1944, 
Proceedings of the Royal Society, and part 2 is still 
anxiously awaited. 

Reid: Presumably you got your Ph.D. a t  the Uni- 
versity of Leeds because it was nearby? 

Cox: Right. At that time anybody who worked in 
the city of Leeds and had a degree from anywhere 
could register for a Ph.D. 

Reid: Was there any particular advantage to you 
at that time to have a Ph.D.? Why did you go to the 
trouble? 

Cox: I think Henry must have suggested it. I 
suspect (perhaps it's an arrogant thing to say but I 
don't mean it that way) that the director of research 
thought this would tie me to Leeds for a few years, 
which in a sense it did. 

Reid: Was your "wool" paper [I] your dissertation 
for your Ph.D? 

Cox: That was a bit of it, that was a chapter basi- 
cally. There was also a chapter on long-range depen- 
dence, and various other things. 

Reid: Your book on statistics and textiles 121 went 
to a fifth edition, in 1960. 

Cox: Oh, but that was just an account of very ele- 
mentary methods for quality control. 

Reid: Yes, but it's very elegant. There was re- 

FIG. 1. At Storrs University, Connecticut, February 1994, to be 
videotaped for the American Statistical Association's distinguished 
lecturer series. 

cently a suggestion that we should have a list of the 
good cookbooks, cookery books you call them over 
here, and I was thinking it should be on the list. 

What about your time a t  Cambridge as  a student: 
did you learn any statistics? 

Cox: The short answer is no. Harold Jeffreys gave 
a short course which was intriguing, but almost to- 
tally incomprehensible. I sat in on a rather longer 
course that J. 0. Irwin gave, where he was essentially 
reading Wishart's lecture notes because Wishart was 
away on war service. This calculated the moments 
about the origin, about the mean, the factorial mo- 
ments, the cumulants and the factorial cumulants, 
of a considerable number of known distributions. I t  
wasn't terribly inspiring. Although in a certain way 
it was a very systematic course, and there was more 
to it than I just described. 

During the war people came round to the universi- 
ties and decided whether you went into the army or 
air force or went to a research establishment. There 
was an enormous shortage of statisticians, and the 
notion y a s  that anyone doing a mathematics degree 
and doing reasonably well knew something about 
statistics or could learn it very quickly-a totally 
false assumption. I was sent as a statistician a' 
though I didn't know any statistics. 

Reid: So you were sent to the Royal Aircraft Es 
tablishment as part of your draft work or war com- 
mission. How is it that you have an  MA after just 
two years as an undergraduate? 
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Cox: Under the war regulations, you see, you could 
get a degree in two years. Then Oxford and Cam- 
bridge have this strange system: once you've got a 
Bachelor's degree you can get a Master's degree au- 
tomatically a certain number of years after your BA. 

Reid: What kind of problems did you work on in 
the Royal Aircraft Establishment? 
Cox: I was in a department of structural and me- 

chanical engineering: it was mostly strengths of ma- 
terials. They did testing components of aircraft and 
to a certain extent testing whole pieces of aircraft: 
they used to break aircraft wings. But there were 
also miscellaneous other things like where German 
rockets landed, and a big thing on aircraft accident 
rates. 

Reid: Were there other statisticians working 
there? 
Cox: No. 
Reid: The opportunities that you had to be so in- 

volved with applications in these early years seem to 
me to have influenced all your later work. 
Cox: I was involved in all these applications but 

it wasn't what I was interested in. I was interested 
in mathematics. I wanted to be either an analyst or 
possibly a mathematical physicist4 didn't want to 
be a statistician. I mean I don't regret being one, but 
that was what I was interested in, for quite a while. 

Reid: Where did that come from, that interest? 
Cox: This is part of the Cambridge tradition; and 

I went to lectures by several great mathematicians. 
On the whole not very good lecturers, but inspiring. 

Reid: Did you always have a notion that you would 
get this practical work out of the way and get back to 
mathematical physics? 
Cox: Oh, as I got older, I got more and more inter- 

ested in applications. But as  late as 1955, certainly 
as late as 1950, I would have still seriously consid- 
ered giving up statistics. Partly because the career 
opportunities in statistics a t  that time seemed terri- 
ble. There was this burst of activity during the war 
and immediately following, but a t  one point there 
were only two or three professorships of statistics in 
the whole of the country and the possibility of ever 
becoming a full professor in the university system 
seemed very remote indeed. 

Reid: Was that your goal a t  that time? 
Cox: [Laughs.] No, no, not a t  all. The goal was 

to survive, get enough to eat, somewhere to live; sur- 
vive. No, no, no: that wasn't a goal a t  all. I never 
really thought much about goals. Except one thing 
I would really like to do is to make a contribution to 
probability and the foundations of quantum mechan- 
ics. But I don't think I'll ever do that. Partly because 
it's too difficult. Primarily because it's too difficult. 

Reid: You left the Wool Industries Research Asso- 
ciation to go to Cambridge as  a lecturer? 

Cox: Assistant lecturer. 
Reid: What was Cambridge like then, going back 

as a lecturer? 
Cox: Scientifically, fantastic. Personally, terrible. 
Reid: Please elaborate. 
Cox: Well, first of all, scientifically, I mean, mar- 

vellous, absolutely first class students; and excellent 
colleagues: Wishart, who was not really very active 
scientifically, was a very good director of the labo- 
ratory. Daniels, Anscombe, Lindley, and then lots 
of visitors. From that point it was absolutely mar- 
vellous. Personally, well, one was very badly paid. 
My wife and I had two young children and certainly 
couldn't afford a car, couldn't really heat the house 
properly and so on. I had a post that was limited to 
five years and that was unsettling and very discour- 
aging. 

Reid: How did you come to have such a terminal 
post? 
Cox: That's all there was available. 
Reid: Even for the best and the brightest? 
Cox: Basically any post that became available in 

mathematics that I might have been appointed to 

FIG. 2. This portrait in bronze by Martin Jennings was commis- 
sioned by the fellows of Nuffield College. Oxford, and is displayed 
in the Senior Common Room of the College. 
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would have been filled by a pure mathematician. I 
didn't take it personally, but it was just unsettling. 
At the end of the five years it seemed I had really no 
option but to go to the United States, which was an 
extremely fortunate thing to do. 

As I say, scientifically it was fantastic and yet go- 
ing to the United States was a revelation. Not just 
the physical standard of living, but the enthusiasm 
of the people was very encouraging. There were even 
people that had read papers that I wrote. For exam- 
ple, I gave a lecture at  Princeton on conditioning; if 
I'd given that lecture in London, oh, I don't mean 
people wouldn't have been interested, pleasant and 
encouraging, but there wouldn't have been any sense 
of vigour. 

Reid: Yes, I think I know what you mean. 
Cox: You know what I mean I'm sure; and it was 

more noticeable in those days. Without going into 
the sociology of it, I think the attitude in the United 
States then was that everything is possible. Now a 
sort of British cynicism is to some extent apparent 
and people in the United States see the difficulties 
rather more than they did then. 

Reid: It was economically a tremendously rich 
time for the United States. 

Cox: Yes, that's right; and people were enormously 
helpful and pleasant and encouraging. 

Reid: You mentioned once that you might have 
stayed. 

Cox: Yes, very easily. 
Reid: How close did you come? 
Cox: Oh, very close. 
Reid: And how did you come to come back? 
Cox: Well, suddenly there started to be all sorts 

of jobs appearing. I had accepted a job in the U.S. 
and then was offered the Birkbeck job, which was 
in many ways very nice indeed. For the next few 
years, I had a succession of very tempting offers in 
the U.S. to which Joyce and I could have very easily 
succumbed-which would have been marvellous, I'm 
sure. I don't in any way whatever regret staying in 
the U.K., but I'm sure I'd have been very happy in 
many places in the United States., 

CONDITIONAL INFERENCE 

Reid: Your 1958 paper on conditioning [6] was pre- 
sented when you were in North Carolina? 

Cox: Well, it was actually presented in Princeton. 
I was visiting North Carolina at  the time. 

Reid: Was it considered controversial by the audi- 
ence, do you remember? 

Cox: Yes. It's the only occasion I've ever given 
a lecture where people came up and were still talk- 
ing to me about two and a half hours later-Allan 
Birnbaum in particular. 

Reid: Talking about? 
Cox: The implications of conditioning, although 

there's a lot more in the paper than the condition- 
ing, things about the difference between p-values 
and tests of hypotheses, for instance. 

Reid: Your weighing machine example introduced 
in that paper is possibly the only thing about con- 
ditional inference that everybody at least thinks 
they understand. Why is conditional inference so 
difficult? 

Cox: Well, there are two aspects, aren't there: is 
it conceptually difficult, and is it mathematically dif- 
ficult. It seems to me that conceptually it's not diffi- 
cult, it's a very clear consequence of wanting to make 
long-run probability calculations relevant to the in- 
terpretation of sets of data. Of using physical prob- 
ability epistemologically. Of calculating confidence 
coefficients and significance levels whose interpreta- 
tion is based on long-run frequency but which you 
want to be relevant to a particular set of data. How 
does the long run become relevant to a particular set 
of data? Well, by being suitably conditioned. The ar- 
guments for this seem to me absolutely overwhelm- 
ing; but to convert that idea into definitions, formu- 
lae, algorithms and so forth, then it gets much more 
difficult. I think that's the point at  which people find 
it hard going. I find it hard going. [Pause.] Yet it's 
strange, isn't it, that an enormous number of peo- 
ple must learn about statistics and perhaps even do 
Ph.D.'s in statistics and not think about this at all. 

Reid: Well, I guess that might partly be the Amer- 
ican training. 

Cox: Oh, I don't think it's as nationalistic as that. 
Reid: Was your paper written to make a statement 

against decision theoretic formulations? 
Cox: I think partly, yes. I don't exactly recall how 

it came about but the background, more or less, is 
that in the 1950's, particularly in Cambridge, there 
was intense interest in these philosophical issues. 
Fisher gave three famous public lectures (well, one 
was a vote of thanks to somebody else and the two 
others were lectures) in which he put forward the 
ideas that to some extent appeared in his last book. 
There was an enormous amount of discussion of this. 
Of course Don Fraser was active in these things at  
that time as well. Then I got to the United States 
and I was invited to give I think it was a special IMS 
lecture, or one of these things, and I hadn't the re- 
motest idea of what to talk about. I thought, well, 
perhaps this would be a good topic. With the weigh- 
ing machine example, you see, I was trying to reduce 
the argument to its absolutely simplest case: it was 
a pedagogical example to try and put the argument 
in its very simplest form. 

Reid: And when you get to the examples that are 
somehow not so clear-cut, getting back to your corn- 
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ment that you want the long-run frequency to be rel- 
evant to the data at  hand: it seems terribly difficult 
to mathematize that. 

Cox: Yes. 
Reid: Is that just the state of affairs or are we all 

missing something? 
Cox: Oh, I expect we're all missing something, but 

I don't know what it is. [Laughs.] 
Another aspect is to minimize differences from 

Bayesian arguments, particularly with standardized 
priors, which is how I first learned about statistics 
in Jeffreys' lectures. I feel the differences between 
the various schools of inference are emphasized too 
much and the similarities not enough. Bayesians 
will achieve this conditioning automatically, so as 
compared with unconditional Neyman-Pearson, say, 
conditional inference is going some step towards 
Bayesian conditioning without having to bring in 
priors. 

Reid: And is that the right direction, towards 
Bayesian inference? 

Cox: Well, yes; but in talking about Bayes, I feel 
one has to distinguish very sharply personalistic pri- 
ors from standardized priors. Personalistic priors 
have a role, if you are strongly interested in the as- 
pects of how personal judgment enters into analysis, 
but most of the problems I look at are not like that. 
To me Bayes with some sort of reference prior seems 
quite appealing, although I don't regard it as the ab- 
solutely ultimate criterion. All these things are es- 
sentially measuring devices for measuring how much 
information there is in data, and you test a measur- 
ing device by seeing how it works when you use it. 
From that point of view the absolutely ultimate cri- 
terion must be some sort of notion of probability of 
correctness. 

Reid: In a long-run frequency sense. 
Cox: Well, in some sense-yes, in a frequency 

sense: that if hypothetically we were to use this pro- 
cedure again and again, then its properties would be 
reasonable. That's much weaker than saying, you 
know, 95% coverage is all that matters. But it is 
saying if you had a procedure that in hypothetical 
repetitions did badly, it can't be a good procedure. If 
there is an ultimate test, it is that. 

Reid: Could I come back to the talk that you gave, 
that the paper is based on-you said it generated a 
lot of discussion. Was it well-received and was the 
discussion friendly but puzzled or was it hostile? 

Cox: It was in no sense hostile; and it wasn't dis- 
cussion, it was six people gathered around a black- 
board after the lecture. It wasn't discussion in any- 
thing like the normal sense of a scientific meeting. 
For one thing, for some strange reason it was held 
in the evening, something like seven o'clock in the 
evening. 

Reid: Do you remember who the six people were? 
Cox: Not very clearly. I know that Arthur 

Dempster was there, I can't remember whether he 
took part in this discussion. Allan Birnbaum was 
the main person. [Laughs.] I'm probably offending 
somebody by leaving them out-they were all people 
who then and now are quite well known. It's a long 
time ago. But in no sense was it a hostile discussion. 

Reid: How long were you in the U.S. at  that time? 
Cox: Fifteen months-Princeton, North Carolina 

and Berkeley. 
Reid: It must have been a busy 15 months. 
Cox: Yes, and very exciting. 
Reid: Who were the people you interacted with 

the most? 
Cox: Well, John Tukey very particularly, John 

perhaps more than anybody and very intensively. 
Martin Wilk arrived in Princeton the same day that 
Joyce and I did. He had just finished at Iowa State, 
and I had many discussions with Martin. Bernard 
Greenberg, who was the head of the Biostatistics 
group at Chapel Hill, I couldn't say I had many tech- 
nical discussions with him, but he was enormously 
helpful to me. At Berkeley, I don't remember sci- 
entific discussions, with particular people there, al- 
though I took part in all sorts of seminars. I suppose, 
if anybody, it would have been Mr. Neyman. 

Reid: Your whole approach is so different than the 
American school of the fifties. 

Cox: Yes. [Laughs.] I can remember Mr. Neyman 
telling me off, in a very nice way. I gave a talk 
in his seminar about some problem in stochastic 
processes and I used Dirac delta functions and he 
came up to me afterwards and said, 'Yes, that re- 
ally was quite interesting, but we don't do that sort 
of mathematics here." But the irony was that a few 
years later Laurent Schwartz visited Berkeley and, 
of course, after that it was perfectly respectable. But 
Mr. Neyman was very nice about it. 

[Schwartz's books (Schwartz, 1950, 1951) estab- 
lished a mathematical foundation for the study of 
Dirac delta functions.] 

Reid: Was your 1958 paper your first paper on 
pure theoretical statistics, so to speak? 

Cox: I'm not quite sure, but I think it must have 
been. Yes, and forced on me by having nothing better 
to talk about. 

STOCHASTIC PROCESSES 

Reid: Could we turn to your 1955 paper that you 
read to the RSS [31? That was the work you'd done 
at WIRA and Cambridge? 

Cox: Well, some of it was done in the period from 
1946 to 1950, and then it continued on at a lower 
level of intensity between 1950 and 1954. The trou- 
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FIG. 3. With Nancy Reid and David Hinkley at CZMAT (Centro de 
ZnvestigaCion en Matemdticas), Guanajuato, Mexico, March 1993. 

ble with the paper is that there is far too much in it. 
Doubly stochastic Poisson processes, all sorts of tests 
to do with empirical series of point events, a certain 
amount about unbalanced variance components, a 
certain amount about overdispersion in Poisson mod- 
els and quite a bit about some of the peculiar Sam- 
pling problems that come up in those sorts of studies. 
That makes it all a bit of a mish-mash. There was 
even more in the original version. In those days you 
didn't submit something to the RSS for reading until 
you really felt you had spent a long time on it. That 
was the idea I picked up anyway; I don't know how 
true it really was. 

Reid: Almost all your early work that wasn't in 
design was in stochastic processes; you have several 
books [9, 10, 12, 131 following on from the 1955 pa- 
per Dl. 
Cox: Well, in some ways preceding the 1955 pa- 

per. When I first went to work with Henry Daniels he 
said the up-and-coming subject of the next umpteen 
years is stochastic processes, and he even arranged 
for me to go across from Leeds to Manchester ev- 
ery other week to listen to Maurice Bartlett's lec- 
tures. Leeds to Manchester is about 70 kilome- 
ters but in those days that was a major journey, 
like going to the North Pole, particularly going from 
Yorkshire to Lancashire. Then he gave me various 
suggested readings: Chandrasekhar's famous paper 
[Chandrasekhar, 19431 and S. 0. Rice's papers [Rice, 
1944, 19451 and Bartlett. There wasn't much else, 
you see. It  was the idea then that if you're a statisti- 
cian, you'd jolly well better be interested in stochas- 
tic processes. So I had never thought of stochastic 
processes as separate from statistics. Just as I don't 

think of time series as  separate from stochastic pro- 
cesses or from statistics. 

Now, there were various problems in my thesis 
about time series and stochastic processes. There 
was a textile problem of a queuing kind that led to 
my interest in queuing theory. So I was quite inter- 
ested in stochastic processes by the time I went to 
Cambridge in 1950, and that interest has continued. 
In those days, while it was a difficult subject to work 
in, it wasn't highly technical. I mean, you needed 
to know some matrix algebra and some differential 
equations and preferably some partial differential 
equations and Laplace transforms-the standard el- 
ementary techniques of mathematical physics-and 
I did know that, that was what my training was. Of 
course, if you were like Henry and were a wizard a t  
saddlepoints and so forth, all the better. All the same 
the subject wasn't highly technical. You looked a t  a 
particular scientific problem, you saw if you could 
formulate it somehow or other as a Markov process 
and you set up your differential equations and you 
had a go a t  solving them. You had better solve them 
analytically because unless they were very simple, 
solving them numerically would have been a bit of 
a pain. It's the sort of mathematics I like doing and 
the concepts are fairly straightforward. Some of the 
more theoretical work on stochastic processes that 
I did in a couple of papers in the Proceedings of the 
Cambridge Philosophical Society [4,5] were basically 
about how to take non-Markov processes and build 
them into Markov processes. 

It  seems to me that if you look now a t  even rela- 
tively elementary books on stochastic processes, they 
require very heavy apparatus. Things like It6 cal- 
culus and so forth that seem to demand a lot of 
what I would regard as heavy mathematical back- 
ground. I'm not convinced they really do need all 
that paraphernalia-that one couldn't study stochas- 
tic processes more in the spirit of Bartlett's great 
masterpiece [Bartlett, 19551, which is difficult read- 
ing but not because of an overelaborate mathemati- 
cal formalism. Anyway, I've always been interested 
in stochastic processes from that point of view, and 
a t  that mathematical level. Nowadays I feel out of 
touch. If I went to one of the meetings of the Stochas- 
tic Processes Group of the Bernoulli Society, I suspect 
I wouldn't understand anything. It's all so dressed 
up in this great apparatus. Which has a beauty of 
its own, I'm not debunking it in any sense, it's great 
stuff, but is it really necessary for looking a t  scien- 
tific problems, if that's what one wants to do. I don't 
know. 

The main area that I have continued with is work 
that I've done primarily with Valerie Isham. We 
addressed a long-standing problem connected with 
what is called covariance counting in physics [MI. 
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It's a method of counting particles which depends 
upon looking at correlation between numbers of par- 
ticles observed in over-lapping periods. It's one of 
these sort of blocking problems. There had been var- 
ious attempts to solve it which hadn't worked. 

And then more recently we've worked with hydrol- 
ogists on marked point process models for rainfall 
[21-231. There again we used the traditional kind of 
mathematics and my book with Valerie on point pro- 
cesses [191, while we range over a pretty wide variety 
of models and there are various new things in there, 
I think, it's not done by bringing a vast mathematical 
armoury to bear. 

And there is a close connection between all that 
and the proportional hazards model. Particularly in 
point processes one naturally thinks of saying, "Here 
we are now, and we've got a certain history; what's 
the probability of an event in the next short element 
of time?" Now the mathematicians make a great hoo- 
ha about setting up such a function, but it's physi- 
cally absolutely obvious that such a thing uniquely 
defines a point process and it takes half a sentence 
to say so and Bartlett said so many, many years ago. 
That's the kind of thing that rather worries me; the 
notion that you can't just set up a complete intensity 
function or whatever you like to call it without a great 
mathematical paraphernalia of filtrations, and this 
and that. If you want a very general mathematical 
theory, it's clear that's the way to do it; but all I'm say- 
ing is that it should be legitimate to treat the subject 
at  this more informal level as well. I'm not saying 
that it isn't valuable to have the very general theory; 
I think it is, but not everybody has to go that way. 
And if it means that you get a situation where lots 
of statisticians don't Enow anything about stochastic 
processes because they haven't the time to master all 
the elaborate apparatus, then that's bad news. 

Reid: Could I go back in time and ask things I 
thought of when you were talking earlier? For ex- 
ample, you went to Bartlett's lectures; were they en- 
lightening? 

Cox: That's a very difficult question. I suspect 
they were highly enlightening. They were not par- 
ticularly easy. I mean, my admiration for his work 
is enormous. I think his book's a great masterpiece 
and I'm shocked at how few people nowadays who 
call themselves experts in stochastic processes have 
read it. I'd have thought it was one of the most im- 
portant books in our field in the last 50 years: the 
number of ideas per page is incredible. 

Reid: And how did you get interested in the rain- 
fall work, in particular? 

Cox: Very soon after I went to Imperial College I 
had some contact with hydrologists and that led to a 
Ph.D. student, Gideon Weiss, who did some nice hy- 
drological work on runoff modeling. Beyond this sort 

of vague interest I didn't do anything very much until 
I went once to Caracas, really to meet someone else. 
I met there a famous hydrologist, Ignacio Rodriguez- 
Iturbe, who had worked on point process models in 
rainfall. We developed a collaboration following from 
this. It really was a kind of accident arising out of 
visiting Caracas. 

Reid: A happy accident. 
Cox: Yes, indeed extremely. 
Reid: There's an enormous literature on rainfall 

in the physical literature. How did you avoid being 
swamped by that and just getting on with something 
new? 

Cox: Well, really by drawing on Ignacio's deep 
knowledge of that. I mean I have talked to meteorol- 
ogists and hydrologists a bit as well, but it's largely 
Ignacio. 

Reid: Are you still working on it? 
Cox: Yes, but it goes very slowly. I'm working with 

Valerie on it; in fact we gave a paper at  a conference 
three or four weeks ago on extending the sort of mod- 
els we had in the earlier papers to several sites. 

PLANNING OF EXPERIMENTS 

Reid: Design of experiments was another part 
of your work at the Wool Industries Research 
Association. 

Cox: Yes, there was a fair amount of use of bal- 
anced designs in the textile industry. Henry Daniels 
had persuaded a lot of people that this was more or 
less inevitable. So I was interested while I was in 
Leeds, and when I went to Cambridge I was also in- 
volved with agriculturists and others. I also taught 
a course in design for two or three years. I had an 
interest in both the practical and theoretical side. 

Reid: Had you ever had to design an experiment? 
Cox: Oh yes many. Not recently, unhappily. It's 

the most interesting side of statistics in some ways. 
Reid: Is Planning of Experiments [71 based on 

your lecture notes? 
Cox: No, not at  all. The lecture notes are math- 

ematical, about things like Galois fields and combi- 
natorics and the derivations of various standard de- 
signs, fractional replication and so on. 

Reid: I guess you would have had to be quite math- 
ematical in the mathematics department. 

Cox: Not necessarily, although the students would 
have expected a fairly mathematical treatment. It 
was something like 24 hours of lectures, and the pace 
of lecturing in Cambridge in those days was very fast. 
Some people could do it by writing on a blackboard 
with their right hand and rubbing off with their left 
hand while they were talking about a third thing. 
I could never master that technique, but I lectured 
pretty quickly. 
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Reid: What was the context for writing the book? 
Cox: I'm not absolutely sure, but I think I had the 

sort of vague idea of writing up something like the 
lecture notes as a theoretical book on design of ex- 
periments. Then I decided for some reason that it 
would be much more difficult and much more useful 
to write something that was aimed at  scientists with 
a minimum of technical statistical analysis, and so 
I tried to do that. In particular there are very few 
formulae, and the handful of formulae are written in 
words. You could call it a gimmicky thing, if you like, 
but it was meant as a way of saying no working scien- 
tist should be put off by the fear that they don't know 
enough mathematics. And yet at the same time it's 
an attempt to explain things, not to just say dogrnat- 
ically, "Randomize," but to explain why you should 
randomize. 

Reid: It's a lovely book, and quite unusual now: 
was it pretty unusual at the time as well? 

Cox: Yes. It isn't a textbook, you see. In fact in a 
certain way none of the books I've written are text- 
books. None of the books I've written are other than 
extremely indirectly based on lectures, they're not re- 
ally meant to teach courses from. They are attempts 
to write down a subject that I've thought about for a 
while, as it seems to me, or whoever I've been working 
with, and I've been very very fortunate in the people 
I've worked with. Maybe it would have been better 

if they had been textbooks, but they aren't. The pub- 
lishers may pretend they are, but they aren't. 

Reid: Even Theoretical Statistics [161? 
Cox: Well, that's a slight exception. I used to 

give 12 hours of lectures on that material and cover 
quite a lot of it. [Laughs.] So you could say it grew 
out of some lectures, but only in the most tenuous 
sense; and it's not an easy book to teach from, I would 
imagine. 

Reid: I can attest it's not an easy book to teach 
from. 

Cox: I've never attempted it; I wouldn't dream of 
doing so. The publishers ask for comments on books 
and David and I did get the comment that the book 
should be totally rewritten in the form of theorems 
and proofs. I'm afraid I sent a rather sour answer 
to that, which I hope reached the stupid person who 
made that remark. I mean, I understand why the 
remark was made, but all the same... 

Reid: Just to get back to Planning of Experiments: 
do you remember how it was received at  the time? 

Cox: I don't really remember how it was received. 
Most of the reviews were reasonably favourable. I do 
remember one by a mathematician that said some- 
thing like, "This book is on the whole a competent 
account of principles of experimental design for non- 
mathematicians. What a pity that biologists and 
others don't learn more mathematics so that such 
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books would be unnecessary." I thought that missed 
the point rather dramatically. This is an underlying 
point about all sorts of statistical issues: to what ex- 
tent these matters are really mathematical, and to 
what extent the important things are concepts which 
then have to be translated into mathematics. The 
other thing about the book is the pattern of sales 
was very curious because it sold extremely well, by 
my perception (Wiley might think differently), for al- 
most 30 years and then suddenly the sales dropped 
off So that would suggest that the reception was 
reasonable. 

Reid: Perhaps what the reviewer meant was that 
there are occasions when it is nicer to see a formula 
than to see a formula written in words. 

Cox: On that particular bit yes of course, but I 
don't think that's what he meant. No, I think he 
meant that we have a book on the mathematical the- 
ory of design of experiments and that's it, and every- 
thing else is deduction from this. 

Reid: You wanted to talk about split plots. 
Cox: Partly in connection with Planning of Exper-

iments. One of the advantages of writing in a non- 
mathematical style is that it forces one to explain, 
in qualitative terms, absolutely crucial, vital issues 
which everybody has to understand about split plot 
experiments. Why certain contrasts have different 
errors from other contrasts. This isn't just a question 
of deducing it from some model that one's plucked out 
of the air, but in seeing why physically this is so. And 
then once you've mastered the split plot experiment 
of course you can go on to the split split plot, or the 
split split-split-split-split plot, with no further prob- 
lems other than a certain messiness. 

But the importance of it goes beyond design of ex- 
periments because it does bring home in its simplest 
form the point about hierarchical error structures. 
There is a tendency if you see random variation on 
different individuals, to model it by iid random vari- 
ables. The split plot is a warning against this: there 
may well be correlational structures or hierarchical 
structures in the error which mean that some com- 
parisons have quite different precision than others. 
That's a point of importance far beyond just the clas- 
sical design of experiments. Although one could have 
a working life and never come across a split plot de- 
sign, there are other areas where it's a wholly natu- 
ral design and there are other areas where it's being 
used implicitly, without people quite understanding 
that this is what is being done, and getting incor- 
rect estimates of precision.' So I think the moral 
is that these very important, absolutely central is- 
sues, like the split plot, have to be understood, and 
it's more important to understand them at a qual- 
itative level than it is to plough through a lot of 
algebra. 

Reid: And some areas where it comes up all the 
time? 

Cox: In all sorts of contexts where you can have 
repeat measurements, whether it's an experiment or 
observational study: agriculture, of course, where 
it originated; any multistage industrial process or 
physical process where let's say, simplest case, you 
have two stages of processing some material. You 
are interested in a factorial experiment where you 
make some changes in stage A, and some changes 
in stage B and it may be entirely natural to have 
a design for your stage A material, a stage A treat- 
ment that's processed and produces some material 
that is then divided into parts and processed in a dif- 
ferent way in stage B. It may be almost necessary 
that way. 

Then there's the possibility that you have factorial 
experiments where certain kinds of adjustment to a 
process or a system are extremely difficult or expen- 
sive to make and other adjustments are very easy to 
make. Then it would be natural to hold the expensive 
factor fixed for a certain length of time, have a num- 
ber of runs in which the inexpensive factor is varied 
and then switch your expensive factor and do some 
more. Certain areas of experimental psychology as 
well. Mostly when it does arise, it arises inevitably 
from the nature of the constraints on the way the 
experiment has to be set up. I don't think it's very 
often imposed. It's more often that the physical con- 
straints of the experiment dictate that a split plot 
structure is used. 

Reid: Perhaps it needs a better name. 
Cox: I used to think it didn't matter what things 

were called, but that's a very mistaken view; there is 
a certain skill in naming things and methods in a way 
that will make them attractive. Well, I've had my say 
about split plots and even split split-split plots. 

Reid: I was wondering what your thoughts are on 
sequential design and analysis? 

Cox: Perhaps I could ramble on a bit about my 
interest in sequential analysis. I first came across 
this when I was at  the Royal Aircraft Establishment 
and Wald's secret report was circulated to govern- 
ment research scientists. And in the department of 
structural and mechanical engineering, people were 
very interested, because the claim was that you could 
halve the amount of testing. One of the really expen- 
sive things they did was to take whole aircraft wings 
and load them until they broke, measuring all sorts 
of things, strain gauges all over the place. Being 
very good engineers they'd always break two aircraft 
wings, which was a very very expensive business, and 
I can remember one of the heads of a group saying 
to me, "Perhaps this means we need only break one 
aircraft wing." He took a bit of persuading that this 
wasn't quite what the implication of Wald's work was. 
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Also the first Royal Statistical Society meeting 
I ever went to was during the war when George 
Barnard spoke. He developed something very sim- 
ilar to Wald's work, but put very differently, which 
was quite widely used in some of munitions facto- 
ries. So when I went to WIRA, I had this inter- 
est in sequential sampling, I did consciously look 
around for applications there, and the people there 
were very receptive to new ideas, which is not al- 
ways how people are. There were one or two things 
where we tried some simple sequential tests, but it 
was pretty clear it wasn't actually at  all effective. 
What seems to have happened very recently is that 
medical statisticians have become extremely inter- 
ested in the subject, partly, I think, because of eth- 
ical questions about not continuing trials with ma- 
jor life-threatening events invoIved any longer than 
necessary. So the subject is having a very interesting 
renewal. 

Why was the previous work pretty ineffective? Too 
slanted to simple decisions like acceptlreject (which 
is after all what it was set up for) rather than measur- 
ing things, estimating things. And when you come to 
sequential estimation, what the sequential method 
does, and it can be very important, is adjust the sam- 
ple size to the requirement of the precision that you 
want. It's not a question exactly of saving observa- 
tions, but more a question of getting the precision 
that you need. 

Reid: When you said that recently there's been 
quite a bit of development in medical applications, 
do you mean in the last 15 to 20 years, or in the last 
5 with the AIDS crisis? 

Cox: No, AIDS is just one aspect of it. Work on 
group sequential sampling seems to be being used, 
and very interesting; and adaptive randomization. 

But even in a major clinical triaI, where sequential 
stopping may be a very relevant and contentious is- 
sue, the most you can look for is reasonable advice as 
to when one should think seriously about stopping. 
I think a decision about stopping is always going to 
be taken on grounds that are statistical and ethical, 
involving prior knowledge and perhaps even political 
considerations, quite properly. And for a statistician 
to come up with a procedure to simply say you stop 
now or you must continue, is a misformulation. 

BINARY DATA 

Reid: I'd like to ask you about binary data. I think 
that your first binary data paper was 1958 181 and 
the conditioning paper was 1958, so you did have 
something else to talk about at  the IMS meeting. 

Cox: Well, the IMS meeting was in 1956, you see. 
TheAnnals didn't actually leap at the thought of pub- 
lishing this paper. 

Reid: Really, you went several rounds with the 
editors, did you? 

Cox: Well, if you look at other papers in the An-
nals at that time, this is not in the conventional 
Annals style at  all. I don't mean they were fractious 
or unreasonable, but it took a while. 

I think the binary data work was partly motivated 
by things in Chapel Hill, but more particularly by 
going to Birkbeck College, London. There was a very 
strong psychology department, mainly experimen- 
tal psychology, and they were very concerned about 
analysing binary data. 

Reid: And what was available before your 1958 
paper? 

Cox: I'm very unclear about the history. Anal-
ysis of binary data I think was often thought of as 
chi-squared basically. You find observed frequencies 
and you find fitted frequencies and you compute ob- 
served minus fitted squared over fitted; you forced it 
into that mold. Now that isn't totally true, because 
contrasted very much with that was Finney's work on 
probit analysis. And I think historically, I don't know 
who first did logistic regression, but quite possibly it 
was Jerry Cornfield on the Framingham study a few 
years before 1958. Possibly Nathan Mantel would 
have been involved. I certainly met Cornfield, so 
whether I was influenced by him is entirely possible, 
but I don't remember. What I was trying to do was 
set out a systematic framework for analysing binary 
data that is somewhat analogous to least squares re- 
gression. 

Reid: Which you did, beautifully. I was a little 
bit surprised when I read the paper to see you de- 
rive in detail conditioning on a sufficient statistic for 
the nuisance parameter in a canonical exponential 
family; would that have been relatively new at the 
time? 

Cox: Well, I thought it was new, and the mo- 
tivation was new but of course as probably some- 
body pointed out in the discussion, it was regions of 
Neyman structure; from the Neyman-Pearson point 
of view it would have been orthodox. But the jus- 
tification I gave for it was not a Neyman-Pearson 
justification. It was Fisherian in the sense of say- 
ing this part of the sufficient statistic doesn't tell us 
about the parameter of interest and so we'll condition 
on it. It's a nice question, I'm very unclear about it, 
as to whether that isn't really a better justification 
for conditioning than achieving exact similarity. 

Reid: It's still not clear to me why you're so sure 
that there's no information about the odds ratio in 
the distribution of the marginal total. 

Cox: Well, I'm not sure. Efforts still continue to 
define that elusive notion. [Laughs.] 

Reid: That was a read paper, to the Royal Sta- 
tistical Society. Was it your impression that it 
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was well received? Those discussions to me always 
sound terribly critical: what was your feeling at the 
time? 

Cox: Well, in those days, it's probably changed 
now, you offered a paper for reading after working 
on it for some years. It was not something you did 
lightly, and you expected an onslaught. My impres- 
sion is that it was much better received than I ex- 
pected it to be. Well, there are one or two quite inac- 
curate comments on it, which is inevitable because 
people had a very short time to read the paper. I 
think it was reasonably favourably received. 

Reid: Your 1970 book on binary data came more 
or less from that binary data paper, I guess? 

Cox: Yes, it should have been written in 1960; that 
was a mistake. I don't know quite why I didn't write 
it then. 

Reid: Why do you say it was a mistake? 
Cox: Well, it's more like a book. Computing was 

changing extremely rapidly at  that time. You see in 
1960 computers were there and all sorts of things 
could be done but only with enormous struggle. By 
1970 things were much more standardized. I mean 
nothing like they are now, but things were much eas- 
ier. And things like the emphasis on weighted least 
squares, which was perfectly appropriate in 1960, 
was a bit old hat by 1970. In any case I had all the 
material; in fact I had lectured on most of it here and 
there. It was stupid not to write it down. 

Reid: You might have been too busy writing all 
your other books. 

Cox: [Laughs.] Could be. 
Reid: I don't remember seeing in the paper anal- 

ysis of binomial data, but there's a lot of that in the 
book. 

Cox: No, that's in the book. That's almost in the 
1955 paper [31, although for the Poisson case rather 
than the binomial case. 

Reid: The binary data paper in many ways is quite 
similar to your 1972 1151 paper in that it highlights 
features appearing in a number of applications and 
then presents a relatively simple systematic way of 
approaching it. And yet the 1972 paper shot to me- 
teoric fame, and I'm not sure the binary paper did. 

Cox: No, and I think it's related to what I was 
saying about computing. Nobody took much notice 
of the 1972 paper for a while, until various people 
started to write software which was widely useful. 

Reid: It was pretty fast, I think. 
Cox: Yes, it was 6 or 7 years. 
Reid: At Oxford they did the software before you 

gave the talk, I think. Peto mentions it in the discus- 
sion. 

Cox: Ah.but there's a difference: I had the soft- 
ware to do the examples but there is a difference 
between just writing the program to do an example 

and having something polished enough to distribute 
around the world. 

PROPORTIONAL HAZARDS 

Reid: Could you describe the background for your 
1972 paper [151? 

Cox: Quite a few people-I think particularly of 
Peter Armitage and Ed Gehan and Marvin Zelen, 
and I think there were others-said they were get- 
ting a certain kind of data, censored survival data, 
with a lot of explanatory variables. Nobody knew 
quite how to handle this sort of data in a reasonably 
general way, and there seemed to be dissatisfaction 
with assuming an underlying exponential distribu- 
tion or Weibull distribution modified by some factor. 
It seemed that something slightly more general was 
called for. Well, in the light of all sorts of things I'd 
done in stochastic processes it's entirely natural to 
approach this in terms of hazard. So the specifica- 
tion of some basic function of the underlying time 
scale, multiplied by a factor, that's sort of immediate 
and obvious really. I don't know whether it's new to 
that paper, I think probably it is, but anyway it's sort 
of immediate. 

Then the question was how to actually do the sta- 
tistical analysis. I wrote down the full likelihood 
function and was horrified at it because it's got expo- 
nential~of integrals of products of all sorts of things, 
unknown functions and so forth. I was stuck there 
for quite a long time-I would think the best part 
of five years or maybe even longer. Then suddenly I 
thought that the obvious thing to do was to concen- 
trate on the part of the likelihood that actually gave 
you the information about the regression coefficients 
that you were interested in. It  was absolutely obvi- 
ous how to do that, and so just write down the answer. 
It  occurred to me while I had a high temperature and 
was in bed with flu. It  suddenly struck me that you 
could do this, and then when I felt better I tried to 
recover the argument and couldn't. But I was so con- 
vinced that when I was ill I had done this, that I tried 
again and then I saw what it was that I'd done. 

Then, of course, the paper has a lot of other things 
in it, which came later: particularly the numerical 
example, and the idea of time-dependent covariates, 
and multivariate generalizations and so on. But the 
key thing was to see that it was obvious that you just 
ignored parts of the likelihood. Now of course that 
did raise the question of whether when you'd thrown 
away certain factors of the likelihood, you could still 
apply standard maximum likelihood results. Some- 
how or other, I don't exactly remember how, I per- 
suaded myself that it was quite clear that the results 
did apply. So the paper just says that and doesn't 
really give any careful justification. 
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Reid: I think you used the word martingale in the 
paper. 

Cox: Did I? Well, I was well aware it was con- 
nected with martingales. I'd been influenced by 
David Silvey [Silvey (1961)l who I think fifteen years 
before that had pointed out that there is a very strong 
connection between maximum likelihood estimation 
with dependent random variables and martingales. 
Anyway, I didn't spell it out in any detail: that was 
done two or three years later in a Biometrika paper 
which sets out the idea a bit more systematically 1171. 
I'd called the thing in the 1972 paper a conditional 
likelihood and I was taken to task by various people 
who said that it wasn't the conditional likelihood-I 
thought that was rather odd. It  really was a condi-
tional; it was a form of conditional likelihood. 

So that's the essence of it. It didn't come from 
one particular application, but it came from perceiv- 
ing, on the advice of others, that in medical statistics 
people were getting a certain kind of data that they 
didn't know how to analyze. And I think, though it's 
a long time ago and I don't remember too clearly, I 
could conceive that in industrial reliability and per- 
haps other fields essentially the same problems were 
arising. 

Reid: Between the time that you suddenly real- 
ized how. to do the likelihood and you finished the 
paper-about how long was that? 

Cox: I don't remember; it wouldn't have been very 
long. Not more than a few months. 

Reid: At that point did you have a feeling of excite- 
ment that one assumes goes with a great discovery? 

Cox: Yes, I think so, because I'd had this problem 
at the back of my mind for a long time, and it was 
awfully nice to feel that I'd got somewhere with it. 

Reid: I think that comes across in the paper; it 
almost seems to have been written in one go. 

Cox: It would have been written extremely 
quickly, yes. 

Reid: How do you feel about the cottage industry 
that's grown up around it? 

Cox: Don't know, really. In the light of some of 
the further results one knows since, I think I would 
normally want to tackle problems parametrically, so 
I would take the underlying hazard to be a Weibull 
or something. I'm not keen on nonparametric formu- 
lations usually. 

Reid: So if you had a set of censored survival data 
today, you might rather fit a parametric model, even 
though there was a feeling among the medical statis- 
ticians that that wasn't quite right. 

Cox: That's right, but since then various people 
have shown that the answers are very insensitive to 
the parametric formulation of the underlying distri- 
bution [see, e.g., [20], Chapter 8.51. And if you want 
to do things like predict the outcome for a particular 

patient, it's much more convenient to do that para- 
metrically. 

Reid: The paper has had an enormous impact, as 
you know, in many different directions. What do you 
think are the most positive benefits of the work? 

Cox: Handling in-study covariates, that is, time- 
dependent covariates, I think is rather important- 
and the fact that it's readily adapted to multiple 
events, what the sociologists call event history anal- 
ysis, for instance. It's the basis for really lots of fur- 
ther things in a fairly immediate way. Of course, 
another issue is the physical or substantive basis for 
the proportional hazards model. I think that's one 
of its weaknesses, that accelerated life models are 
in many ways more appealing because of their quite 
direct physical interpretation, particularly in an en- 
gineering context. 

BOOKS 

Reid: We did talk about your books to some ex- 
tent when you mentioned earlier that none of your 
books are textbooks. I've always thought of Theoret-
ical Statistics [I61 as a textbook, and I've used parts 
of Stochastic Processes [I21 as a textbook. 

Cox: Yes, Stochastic Processes would be the near- 
est. But although it now looks very elementary, there 
was quite a bit of new material in it, both of Hilton's 
and mine. 

It might help explain my attitude to these books to 
point out the traditional British method of university 
teaching, though I don't say this is good or that I al- 
together approve of it. You see, although I've taught 
quite a wide range of courses at  one time or another, 
I've only once ever used a textbook. I would not nor- 
mally, even for a moment, consider using a textbook 
in a course of lectures. I would refer the students to 
several different books, and see the role of books as 
backup for the teacher of a course, the opportunity to 
choose what he or she thought was important. Not to 
set out an exact prescription for somebody to follow. 
And that's why, perhaps, my co-workers and I have 
written books in the particular way we have. So, the 
serious point is the attitude to textbooks which is still 
I think entirely different in the U.K. than in the U.S. 
I don't say that in any spirit of thinking the U.K. sys- 
tem is better, just totally different. And I guess the 
best method is somewhere in between. 

I've only once taught a course from a textbook, 
and that was in Berkeley in 1956, when one of the 
standard things one did in those days, if one was 
lucky enough to be invited to Berkeley for the sum- 
mer, was to teach a summer school course from 
Mr. Neyman's elementary book on statistics, which I 
think is no longer in print. At coffee many mornings, 
Mr. Neyman would say anxiously "Have you done the 
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example on so-and-so?" and he'd mention one of his 
favorite examples; and I cheated slightly, because I 
could almost always say, 'Yes, I've done that exam- 
ple" but what I didn't tell Mr. Neyman was I often 
demanded more of the students than he had. 

Reid: You're famous for your books being ex-
tremely concise. 

Cox: Really? 
Reid: [Laughs.] Yes. Is it something you need to 

strive for or is it something that comes automatically 
to you? 

Cox: Well, I'm gradually coming around to the 
idea, and this is something I've only learnt perhaps 
in the last year or so, that it's not something to strive 
for so much as something to fight against. All my 
inclination, and all my training, is to write with not 
an unnecessary word. 

And I suppose it's something about me personally; 
I find it much easier to understand something that is 
clearly put with a minimum number of words, when 
you know you've got to look a t  each word and think 
what i t  means. The notion that if you then double 
the number of words you make it any clearer, I think 
is not right. You know, if you double the amount of 
information or explain something at more length or 
give an example or something, that's helpful, but .. .. 
So I would in principle want to claim maximum con- 
ciseness is also maximum clarity. 

There's also the psychological point. I find the no- 
tion of trying to explain a certain moderately ad- 
vanced subject in a couple of hundred pages, the 
essence of it, much more appealing than the 800-page 
encyclopedia on something. In certain very particu- 
lar subjects there's a need for an encyclopedic treat- 
ment but I don't think very many. I mean one could 
write a book a thousand pages long on the linear 
model, but would it be a good idea? 

Reid: You said a minute ago that in the last year 
or two you've come to the notion that you needn't be 
quite so concise? 

Cox: Hmmmmm. 
Reid: Do you have a favorite book? of your own? 
Cox: Well, either Planning of Experiments [7] or 

point Processes [19], I suppose. 
Reid: Any you really don't like or wish you hadn't 

written? 
Cox: No, actually. Perhaps I should have, but I 

don't. Of course many of my books, and papers, are 
collaborative efforts. It's been my enormous good for- 
tune to work with a succession of friends with whom 
collaboration has been both very enjoyable and from 
my point of view extremely fruitful. But, they're all 
a considerable pain to write. It's satisfying when 
it's done and on the whole, if you've thought about 
a subject for a considerable time and feel you have 
something to say about it that isn't in the literature 

already, it is entirely sensible to write it down as a 
book of some sort. Whether it is a textbook or not 
doesn't really matter. But with one exception I think 
all the books have taken a mighty long time to do, 
the exception being the little book on renewal theory 
[lo], which took about three months. The slowness 
comes partly from not concentrating on one thing at 
a time, but more seriously it comes from a lack of 
clarity about what you want to say. 

Reid: Five years you said once, on average it took 
you to do a book. 

Cox: Did I? 
Reid: Yes, which means you sometimes must have 

been doing two at  the same time. Do you enjoy writ- 
ing just for the sake of writing? 

Cox: No, I certainly don't. I'd rather look at  the 
problem which somebody brought in this morning, so 
to speak. 

THEORY AND APPLICATIONS 

Reid: Before this interview you suggested talking 
about the motivation of theoretical research. 

Cox: I think what I had in mind was perhaps this: 
that people say theoretical work in statistics should 
be motivated by applications because it's a practical 
subject, and that of course is true. On the other hand, 
I think theoreticians have to try and stand back from 
individual applications. Some of the papers I've writ- 
ten have been very strongly tied to, for example, solv- 
ing a particular problem in experimental design in 
a very particular context. Okay, that can be worth 
doing maybe, but the things that are more likely 
to be widely useful are those where you stand back 
from one very particular application and say here's 
a whole family of problems that arise in applications 
in several fields, and try to address that. That's a 
better way to go if you can. And in a sense, you see, 
the work on conditional inference is one step further 
back still from that, in that it was very strongly mo- 
tivated by practical experience and yet on the other 
hand, I couldn't say it arose from one particular spe- 
cial type of problem. It arose in a sense from all the 
applied work I'd done to that point. 

Reid: Are you saying that you saw something 
missing from the theory? 

Cox: No, but that I felt, for instance, that various 
aspects of the Neyman-Pearson theory-choose al-
pha, choose a critical region, reject or accept the null 
hypothesis-give a rigid procedure, that this isn't the 
way to do science. 

Reid: To me it's so obvious that it's not the way to 
do it, but presumably not a t  all obvious in the fifties. 

Cox: I agree it's obvious but why then do people 
write books that say this is what you should do? But, 
Neyman talked a lot about inductive rules of behav- 
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ior, and it seemed to me he took the view that the 
only thing that you could ever say is if you follow 
this procedure again and again, then 95% of the time 
something will happen; that you couldn't say any- 
thing about a particular instance. Now, I don't think 
that's how he actually used statistical methods when 
it came to applications; he took a much more flexible 
way. 

But even apart from that, you can say, is this no- 
tion of 5% or 95% region-is this just an explanation 
of what a 95% confidence interval would mean? A 
sort of hypothetical explanation, if you were to do so 
and so, such and such would happen? Or is it an in- 
struction on how to do science? It seems to me okay 
as the first, in fact very good as the first, terrible as 
the second. I don't think this has always been very 
clear. Do you think so? 

Reid: No, I agree not. It always seemed clear to 
me, if I thought about it, which wasn't terribly often 
I suppose. 

Cox: Yes, but if you do, if you're involved in do- 
ing applied work, you don't necessarily have to think 
about it but you have to have a broad approach. The 
theoretician's job is partly to try and capture how you 
should use these techniques as well as just to form a 
theoretical basis. 

Reid: So it really is motivated by applications, or 
motivated by science. 

Cox: Yes, totally so. But not by saying here is this 
problem in mineral technology or something to which 
here is the answer. 

Reid: Yes. We seem to hear a lot about this nowa- 
days. Unless you're going to the lab and standing 
shoulder to shoulder,. . . 

Cox: Well, I'm a terrible experimenter, but I have 
spent a fair amount of time in labs, although not as 
much as I would have liked to. But of course some 
of this discussion has a strong antitheoretical tone to 
it which seems to me destructive and totally unnec- 
essary: "We're practical chaps and we don't need all 
this theory. All we need to do is plot a few graphs, 
and be sensible." Now it's important to plot a few 

,graphs and be sensible-it's important and difficult, 
but if you remove theory then the whole subject be- 
comes nothing. It becomes a collection of fragrnen- 
tary tricks. 

Reid: The theory that you're describing where you 
see a common thread in a variety of applications, it's 
really rare to see that kind of theoretical work done. 
And in that sense one can sympathize with the more 
practical people in that a lot of the theoretical work 
does seem very self-motivated. 

Cox: There's nothing wrong with that but differ- 
ent people get their motivation in different ways. I 
don't think you can lay down any law. And of course, 
as the subject gets more and more specialized, it's 

getting more and more difficult for particular indi- 
viduals to know enough about more than a t  most 
one or two fields of application. Forty years ago it 
was perhaps a bit easier to be wide ranging in ap- 
plied interests. 

Reid: Let me ask just one more question on the 
theory topic. I'm not sure if it has a sensible answer, 
but what's your favorite part of theoretical statistics? 

Cox: I've never thought of that. Well I'm tempted 
to say, what I'm working on at  the moment, but that's 
a slightly facetious answer. You're thinking now as 
a teacher? 

Reid: I suppose I mean possibly as a teacher or 
expositor. 

Cox: It's an interesting question. I very much ad- 
mire subjects like certain areas of pure mathematics, 
or for that matter certain areas of probability theory, 
where a seminar can be given in the old style with a 
very large blackboard, in which the lecturer begins in 
the upper left-hand corner of the blackboard and de- 
velops a theme and ends 50 minutes later down in the 
bottom right-hand corner of the blackboard. Then 
you've got an area before you-a beautiful painting, 
almost. It would be excellent to be able to do that 
with a topic in statistics. I feel it's very hard, partly 
because the difficult aspects are often more concep- 
tual than mathematical. But if one could think of it, 
a piece of theory, a new theory that could be laid out 
like that, I'd find it extremely appealing. 

Reid: Turning from theory to applications, I won- 
dered if you had any specific applications or con- 
sulting problems that you especially enjoyed or you 
thought were particularly well done and useful. 

Cox: Well, I collaborated when I was in Leeds very 
closely with a textile physicist. That was very inter- 
esting indeed, and I suppose if I had stayed in Leeds 
we might have developed that a bit further. It was 
some mixture of physics, statistics and classical ap- 
plied mathematics. More recently, I tend to get in- 
volved in applied problems almost a t  second hand via 
other statisticians or epidemiologists or whatever. 

The only clinical trial I've ever been deeply in- 
volved with at first hand was a big primary preven- 
tion study on hypertension. I was the only nonmed- 
ical person on the management committee, and that 
was extremely interesting. Not perhaps so much 
from the statistical point ofview, although it was rea- 
sonably interesting statistically, but to get some in- 
sight into how these things go. Otherwise, I've tried 
to really range as broadly as possible in applications, 
and I can't immediately think of any particular one 
that stands out. 

Before I came to Oxford I'd had dealings with a lot 
of people in different areas of work, in the physical 
and biological sciences, in technology and to a lim-
ited extent in some other fields. I hadn't had any 
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very systematic contact with social scientists. One 
of the appeals of coming to Nuffield College, which 
is a postgraduate college in the social sciences, was 
to broaden my applied experience and to get a better 
idea of what social scientists are up to. I have found 
that extremely interesting in various ways. It's left 
me with a great respect for sociologists, in partic- 
ular, who in the empirical tradition here are very 
careful about their data collection and their analy- 
sis, and cautious in interpretation. And, of course, 
they are working totally with observational material, 
whereas I've tended on the whole to work with exper- 
imental material. That brings to the forefront issues 
like to what extent can you draw reliable conclusions 
from observational data and also this issue of trying 
to get somewhere vaguely approaching a notion of 
causality from observational material. It's very in- 
teresting and important. 

Reid: I'm not sure students get the same exposure 
to applied problems that you did. 

Cox: Well I was exceptionally fortunate in most 
respects. I didn't learn perhaps a great deal at  the 
Royal Aircraft Establishment, although I expect I 
learned more than I think I did. But WIRA was fan- 
tastic experience. And then Cambridge also, there 
were a lot of people around who were very good sci- 
entists who one could talk to, who wanted to have 
discussion of their problems. There's a great danger 
I think that statistical consulting, so-called, in uni- 
versities can end up rescuing not very good or bad 
doctoral theses in other subjects, rather than talking 
to the leading scientists in those subjects. It's the 
second we should be doing, not the first. The first is 
a kind of moral duty, up to a point, but not at  the ex- 
pense of the second. Too much of the first leads to all 
sorts of undesirable things; in particular, a certain 
arrogance amongst some statisticians towards engi- 
neers and scientists, which seems to me absolutely 
ludicrous and very dangerous. 

Reid: It's very difficult though, isn't it, that kind 
of collaboration that you're describing. You need to 
find the people or they need to find you. 

Cox: Yes, it's very very difficult-I'm tempted to 
say a matter of luck. 

Reid: Do you sit down and fool with data much. 
Cox: I sit down, and [laughs] make suggestions to 

other people as to what do to and sometimes I hover 
annoyingly over them while they do it. 

Reid: I wondered what you'd like to say about 
computing? 

Cox: Well, in the days of the electric calculator and 
the old hand Brunsvega, I did an enormous amount of 
numerical work. Then when computers came along 
I went to a programming course in London. In those 
days the notion was you had to learn to program in 
machine code, before you were let loose on Fortran 

or anything like that. And I did write a program for 
linear regression in 1957. I think I realized at that 
point that I had to make a choice either to spend a 
large proportion of the next 20 years on this, and it 
was obviously going to be extremely important sub- 
ject, or to spend nothing and just try and follow what 
was going on so I had an idea what was feasible, what 
wasn't feasible. 

I decided on the second, and I think for me that was 
the right decision to make. The whole business is a 
great miracle and I think people take it for granted. 
There was a period, perhaps in the late fifties, when if 
you went to a statistical meeting all you'd hear would 
be people talking about whether they'd got their re- 
gression program to run. I can remember going to 
one of the leading British computer scientists and 
saying I was interested in inverting matrices. "Ah, 
yes," he said. "Can you do a 3-by-3 matrix?" I said. 
"NO, not yet. Tomorrow?" 

I did, with Katherine Booth, construct some de- 
signs on the computer in a paper in Technometrics 
in the late 1950's [ I l l .  I think that might have been 
one of the first uses of a computer to construct exper- 
imental designs. So I'm sort of interested, but also 
being an extremely impatient person, I still find the 
fiddley details irritating. People have been saying 
for 20 years, "Next year everything will be absolutely 
painless and foolproof, very, very easy to use." Well 
now what's happened it seems to me is that, although 
what can be done has increased by a fantastic factor 
in that period, and it has got easier, it's not got easier 
enough for the casual user. 

I was also very fortunate to spend six months at  
Bell Labs in 1965, where the main topic of discus- 
sion was in what direction statistical computing was 
going to go. Martin Wilk, I think, was the driving 
force behind it. I think the notions of S and S-PLUS 
were in a way foreseen by Martin. As I recall it he 
was saying, "We don't want a package for regression 
and a package for analysis of variance, and a pack- 
age for binary data, a package for time series, and 
a package for multivariate analysis; we want some- 
thing general enough to see the common elements in 
these things and be able to move from one type of 
calculation to another." But even with the enormous 
resources at  Bell Labs behind it took a long time for 
that to get to fruition. 

Reid: Well, it really sounds like a prescription for 
object-oriented programming. 

Cox: Yes, almost. 

ENCOURAGEMENT 

Reid: The only other thing I wanted to ask you 
about is something that you mentioned to me in a 
letter a while ago which I think was connected with 
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your knighthood. Your words were roughly that, af- 
ter feeling when you were younger that you didn't 
get very much recognition for your work, you now 
felt you were receiving a "bizarre excess." 

Cox: Yes, I think that sums it up adequately. Well, 
everybody needs encouragement, and of course as 
you get older you still need encouragement. But 
the time you most need it is when you're starting. 
It would be quite wrong to think that people were 
ever discouraging, they weren't. It was all very low 
key, typically British understatement sort of thing. 
You never really knew quite what people thought, de- 
spite the relative frankness of RSS discussions. And 
I'd published a few papers with very little notion of 
whether anybody had paid any attention to them. 
Until I first went to the United States, where people 
would come and say, "Oh, I read that paper, I think 
we could do so and so." That sort of thing is very 
encouraging. And then, more recently, I've been ab- 
surdly lucky with all these pieces of recognition. Of 
course the system's a bad one in one sense, that if 
you get one piece of recognition it's more likely you'll 
get another. It ought to be the other way around. 

Reid: When you were younger and you were not 
getting initially positive feedback, was that just typ- 
ical British understatement? 

Cox: I think so. Well, I don't even remember 
thinking about it a t  the time; this is a retrospective 
feeling. I wouldn't have expected it, but I perceive 
now that it would have been good. 

Reid: You've been very encouraging to young peo- 
ple; I think that's the first thing anyone I speak to 
about you mentions. 

Cox: Well, I hope 1- have been; I've certainly tried. 
I think because of this perception in my own case 
that it was important. 

Reid: Was there a time when you realized that 
your fortunes had changed? 

Cox: Well, two occasions I suppose. First of all 
I bumped into George Barnard in the street and he 
said something like, "Have Birkbeck put you in for a 
professorship yet?" He must have known that they 
were intending to, which I didn't know, and I was ab- 
solutely astounded. Years before when I was at  Cam- 
bridge I would have said my chances of ever getting a 
full professorship in a British University were virtu- 
ally nil. So that was one thing. And then Fellowship 
of the Royal Society-I was astounded to be nomi- 
nated, and some people go berserk with anxiety over 
this; it's probably very similar in Canada and the 
United States, and in other' countries. You're nomi- 
nated and then some years go by, and if you're lucky 
you suddenly get a message. I just dismissed it from 
my mind, I thought it would never go through. 

Reid: But those were, as you describe them, sur- 
prising, unexpected encouragements. Was there a 

time when you suddenly felt you were a Very Impor- 
tant Person? 

Cox: Well, I hope I've never thought so. [Long 
pause.] In a sense, the only thing that matters is if 
you can look back when you reach a vast, vast, vast 
age and say, "Have I done something reasonably in 
accord with my capability?" If you can say yes, okay. 
My feeling is in one sense, I've done that: in the tan- 
gible sense of books and papers, I've done more than 
I would have expected. In another sense I feel very 
dissatisfied: there are all sorts of problems that I 
nearly solved, and gave up, or errors of judgment in 
doing a little something and not taking it far enough. 
That I nearly did something you see, this is the irri- 
tating thing. You know, if you'd no idea at  all, well 
i t  doesn't matter, it's irrelevant, but if you feel you 
were within an inch of doing something and didn't 
quite do i t .  . . 

Reid: David, your energy and modesty continue to 
be an inspiration to a great many people, including 
myself. Thank you very much for the privilege of this 
interview. 
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