
ON THE 'BEST' VALUES OF THE CONSTANTS
IN FKEQUENCY DISTEEBUTIONS.

BY KTESTTNE SMITH.

(1) If we attempt to fit the normal or Gaussian curve to a system of observa-
tions, we almost invariably determine the constants 2 and a of the equation

by the method of moments. This method of moments has been extended by Thiele,
Pearson, Lapps and others to obtain the constants involved in various stew
frequency curves and series. It is an undoubtedly utile and accurate method;,
but the question of whether it gives the ' best' values of the constants has not been
very fully studied. It is perfectly true that if we deal with individual observations
then the method of moments gives, with a somewhat arbitrary definition of what
is to be a maximum, the 'best' values for a and x in the above equation to the
Gaussian. Pearson* has shown that the method of moments agrees with the
method of least squares in the case where the distribution is given by a high
order parabola, and accordingly the method of moments is likely to give a very
good result, when an expansion by Maclaurin's Theorem would closely give a
frequency function. But the method of least squares itself can now-a-days hardly
be spoken of as more than a utile and accurate method of fit, indeed its utility,
owing to the cumbersome nature of the equations whioh frequently arise, is often
far less than that of the method of moments.

Gauss' original proof that the probability of the observed individual resulte
was a muTimnm when S and a have been determined by moments has led to the
extension of the conception that for grouped data, and for other results than the
Gaussian curve, the 'best* values of the constants must be given by the lowest
possible moments. This is of course not true For example, if we had as fre-
quency curve

and used individual observations, then the Gaussian 'best' value for x would be
that found by determining the point for which the third moment coefficient

• Biometrika, Vol. I. pp. 267-70.
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KiRsrnre SMITH 263

vanished, and the 'best' value of a would be determined by a = typ^, where fj+ is
to be taken about the point for which ^ =• 0*.

From another standpoint, however, the' best values' of the frequency constants
may be said to be those for which

S ( ) «

is a Tninimnm, where n, is the observed frequency and n, the theoretical frequency
of the #th group f. For when x1 is a minimum then P, the probability of occurrence
of a result as divergent as or more divergent than the observed, will be a mft-riTTinm̂
or the frequency constants will have been so chosen as to make the probability
P of results, as divergent from theory as the observed data occurring, a maximum.

It sounds somewhat paradoxical, but it is none the less true to say that the
'beet value' of the mean is not necessarily the mean value, nor the 'best value' of
the mean square deviation necessarily the mean square deviation $. I shall illus-
trate this in the following five cases:

I. Fit of a normal curve to unilateral data.
II. Fit of a normal curve to bilateral data.
HI. Fit of a Poisson limit to the binomial.
IV. Fit of a binomial to binomial data.
V. Fit of regression lines.

The general method is as follows. Suppose/ to be any independent frequency
constant; then x1 is to be a maximum with the variation of/. Accordingly we have
from

* UmVendty of London, Honour* B.So_, Papen in Statutict, Thursday, Oct. 28, 1915.
t PUL Mag. VoL L. p. 167, 1900. .
\ There is a point of tome philosophical interest here which deserves further consideration. A* is

well knows, th* Qaossian demonstration depends on m.lHng the product

1 being taken 10 as to jn«hn1f eaoh individual observation, a maximum by varying a and z, the result
being that the 'best * raluai are found from the first two moments. Now it will be obserred that this
is not the same idea as lien in the x* test of goodness of fit. The conception of 'goodness' in that case
is that we should measure the probability of a drawing from a oertain population giving as divergent
ar a men divtrgtut ntntft lion Out. observed. In other words while the Qaasuan test makes a tingU
ordinatt of a generafised frequency surfaoe a maximum, the x* ten makes a real probability, namely
the wioi* oofam* lying outside a certain contour surface denned by x* a maximum. Logically this seems
the more reasonable, for the above product used in the Pan Brian proof ii not a probability at alL To
make It a probability it must be multiplied by the product {4z,}, and then the probability of the actually
obeerred result, namely *,, i p . . . 1,, . . .x, , will of coarse be infinitely small, and what is made a maximum
is an infinitely small probability. The exact meaning of P {Sx,} when x, is an actual observation is
obscure, but it appears that the probability for constant indefinitely small ranges of the variates in Ou
neighbourhood of the observed values is made a maximum. But probability means the frequency of
recurrence in a repeated series of trials and this probability is in the case supposed indefinitely rmalL
It seams far more reasonable to make a finite probability, i.e. the probability of adivergenoe as great or
greater than the observed a Tna-riminn, Le. to use the x* test and not the Qiimiin principle.
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264 On 'Best' Values of Constants in Frequency Distributions

a number of equations of type

These equations will generally be far too involved to be directly solved. Accord-
ingly we proceed thua: We suppose that the values of the frequency constants
given by the method of momenta are good starting-points, and we put, if/denote
the moment value of a frequency constant, / = / + A/. Accordingly if there be
a number/L/J, .../, of independent frequency constants, we shall have a series
of equations to find A/i, A/j,... A/f of the type

0=8 w LyJj+* toJ ~
cPn,

-^kw:\)\^ (2o)-
where a square bracket round the differential coefficients signifies that the frequency
constants fi,f» •••/, therein are to be given their moment values Jx, fv ... fr These
values are of course also to be used in nr

Since S(n,) •= N, it is clear that

Accordingly the above equations may be reduced to the type

* - V f d*n. I 2n.« [fit. dn.

It might reasonably be anticipated that terms involving the product of A/
and {n* — «,*)/«/ could be neglected in the first place and accordingly that we
should have as approximate type

but this approximation has not in every case numerically justified itself, and thus
it cannot be invariably used as more than a reasonable starting-off point.

(2) Fit of a Normal Curve.

Differentiating S, •» I e * «• <tr,
V2iro-.'c,
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and then putting

KTRSTINE SMITH 265

and xja — A,.

we have on substituting the differentials in (2 o):

0 =-a sj^j [*.«-*.]}

+ Am (S | 5 L [hi+lZ.+1 - h.z,]} + 2tf 5 g j [z,+1 - «

A<r (5 {•£[- z,+1 +z.+ h\+1zl+1 - *,«*.]} + 2NS {^'[a,+1 - 2,] [A,+

the differential coefficients of

(4).

7. Fit of Normal Curve to Unilateral Data.

Our first illustration treats a series of measurements by Bradley discussed
by Bessel*. The mean of the observations is fixed, for in dealing with the observa-
tions Bessel has added positive and negative variations together.

TABLE I. Measurements of Right Ascension.

Iimiti

(r-o-ci
o*-i—<r-2
C-2—C-3
<r-3—<r-4
C-4—C-5
<r-5—<r-e
cr-e—o*-7
(T-7—<T-8
C.8—(T-9

OUerved

114
84
S3
24
14
6
3
1
1

Gaoasian curve
by momentB

101-61
8412
67-63
32-71
15-38

5»74
1-923
•5122
•1370

Gatuaian ourre
improved by
Tninimnm v»

98-63
82-59
57-91
34-00
16-72

6-8»l
2-372

•6843
•2053

* Emanoel Czaber, Thtarit der Btobacktycngifthler, p. 192. Search hu been made in rain in the
fumdamtnta Astrononaa* tea the original data in order to remove the unilateral limitation.
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260 On 'Best' Values of Constants in Frequency Distributions

a was found equal to 2-282542 and the second formula of (3) gave the value
2-341735 for a. Aa ACT was found so large that the approximation could not be

expected to be very good, the following values of y~~ were calculated from the

second formula of (4):

c

2-282542

^- = 2-326581

^2 = 2-380052

ds

- 32-53

- 11-81

+ 8-OC

By interpolation in this table o- = 2-355860 was found as the value for which

y equals xero, and this is the a of the improved Gaussian given above.

From 'goodness of fit' P was found:

Gauarfaii
Impr. Gnossiiin

10-833
9-720

P

0-211
0-286

<*<*•)
da

- 32-53
+ 0-20

As will be seen the better fit is obtained by making a bigger than the Gaussian
value, the improvement therefore cannot be looked upon as a correction for grouping.
On the contrary the Sheppard correction would have given a «• 2-264214 and
have raised x* to 11*52. Thus we see that although the two methods give close
values for P, the 'better value' is obtained as it should be from the lesser value
of a<jf)ldo.

(3) Illustration II. Fit of a Normal Curve to BHateral Data.
For the next illustration I have used a table giving frequencies of cephalic

index in Bavarian skulk*. Both a and m have here been varied. As the formulae
(3) are somewhat laborious to work with, the approximations were used roughly
suggested by the process on p. 264, but the results were not satisfactory f and these

approximate results are therefore not given here. But —p- and T"' for the two

* J. Ranks, Beitrdgt zur pkysimJicn An&opologit der Baiern, MSnchen, 1883. The Uble includes
the material from Tabks I-VI and Vlll-X inoltuive which m*y be treated u typically ' Alt-Biiorisch.'

t In fact the calculation of the exact value of -4^— showed that the part of it neglected in

formula (2 6) was about ^r of the whole value. It essentially arose from the one tail group, this being

fff of the whole neglected part. Ai —_ i ' for this group wo* only as big as 1-0348, the approximate

formula (2 o) cannot be expected to be of qrcat value for the normal curve.
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KIESTDTR SMITH 267

Gaussians found in this way were used for interpolation purposes and their constants
are therefore given in the following table under (b) and (c). By (a) is indicated
the Gaussian from which we started, namely that found by moments, Sheppard's
correction being used.

Assuming p and ± to be linear functions of a and m, we determined
dm da

from the cases (a); (b) and (c) values of a and m, given under (d), so as to make
the differential coefficients zero. In the same way we found at last from the cases
(a), (b) and (d) the constants of the Gaussian (e), the constants of which will be
found in the following table. As will be seen we have succeeded in bringing the

values of u* and —rp- near to sero, certainly close enough for all practical

purposes.

(a)

(d)
(e)

m

83-06889
83-01498
82-98832
83-06329
83-07774

a

3-431833
3-358380
3-331366
3-349421
3-385991

TABLE H

X1

10-206
10-301
11-048
10-108
9-868

P

•896
•891
•854
•899
•909

- -67
- 10-66
- 15-89
- 4-69
+ -07

<*(*•)
~ST

+ 14-12
- 9-97
- 20-76
- .1210
+ -71

TABLE in.

75 and under
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92 and over

Obwrrwl

9-5
12-5
17
37
66
71-6
82

116
98

107
82
74
68
34-6
19
10
8
9

ourre by
moment*

12-3387
12-6842
22-0702
36-2942
61-8794
70O925
87-0421
99-3619

104-2329
100-6128
89-0879
72-5781
64-3468
37-4049
23-6625
13-7588
7-3532
6-3093

improved by
mimpinrn •*•

11-3604
12-0767
21-3463
34-6005
61-4323
70-1100
87-6432

100-4734
106-6275
101-8362
90-0362
72-9998
54-2778
37-0099
231422
13-2703
6-9782
5-7910

(4) Fit of a Poisxon Limit to the Binomial. For a Poisson limit with the

general term —-.- we find

dm m
•(5),
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268 On ' Best' Values of Constants in Frequency Distributions

and putting m = m + Am,

Am •«
s £ • ( « - * :

S (j£ ((«-
.(6).

Starting with m equal to the mean of the observations I have found the
improved values in the following two numerical examples.

Illustration III. The first table given by L. Whitaker* contains the number
of deaths per day of women over 85 years, published in the Times newspaper
during the years 1910-1912.

TABLE IV.

Number
of deatht
per day

0
1
2
3
4
6
6
7

Oburred

364
376
218
89
33
13
2
1

Podnon by fizrt
momQnt

336-250
397-302
234-720

92-446
27-308

6-4532
1-2708
0-2508

Poason

ynmimnTn yA

331133
396-334
237188

94-630
28-316

6-7782
1-3521
0-2715

The m, **, P and ^ £ - ' calculated from (5) were determined for the two distri-arn
butions as given in Table V.

TABLE V.

Poiason
Poisson improved

1181569
1196903

16-226
14-943

P

•0332
•0361

dm

- 35-61
- 0-75

Illustration IV. As our second illustration we have taken a table of phagocytic
frequencies published by Major McKendrickf.

TABLE VI.

No.
of

Deaths

0
1
2
3
4
5

Observed

620
282

79
16
2
1

Poinon by
fiist moment

605-924
303-568

76-044
12-699
1-5906

•1738

Pouun
improved by
mjxumum x?

600-676
306-164
78-026
13-257
1-6892

-1881

• Biometrika, Vol. x. p. 67.
| Procttdingt of Ou London Matimatieai Society, Voi zm. 1913, p. 401.
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KIRSTINB SMITH 269

The numerical values of the constants of the series and of the 'goodness of
fit' are

TABLE VII.

Pennon ...
Poiuou improved

m

•501000
•509700

X*

6-865
6-672

P

•231
•246

<*(**)
7ST

-41-86
- 1-21

This table is of interest because it illustrates the apparent paradox, already seen
in the case of the second Gaussian curve illustration, that the ' mean' is not neces-
sarily the 'best value' of the constant termed the 'mean.'

(5) Fit of a Binomial to Binomial Data.

Let n, be equal to the (8+l)th term of the binomial (p+q)1, where
p + q =- 1, or to

' " " " 1 '

dn, _ I — pi— s _ m — e
we then find

where m is the mean or stand for I (1 — p),

d*n, _ 1 1 1 \« 1 1

Hence we have

rn-s
•(7),
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270 On 'Best' Values of Constants in Frequency Distributions

and the equations (2 a) take the form

s (s5 (?;

while the approximate formulae of the type (2 b) are

In, yd-?)/ \n,pt(l—p)tL /

Illustration V. Wddoris Dice Data
For illustration are used the following data due to the late Professor W. F. R.

Weldon*. They give the observed frequencies of dice with five or six points when
a throw of twelve dice was made 26306 times.

TABLE VIII.

Number of dice
in cast with 6

or 6 point*

0
1
2
3
4
5
6
7
8
9

10
11

UDKTTOa
frequency

185
1149
3265
5475
6114
5194
3067
1331
403
105

14
4

Binomial by
method of
momenta

189-679
1154-441
3223-426
6461-01
6253-64
5101-31
3041-04
1335-82
429-627

98-865
15-5133
1-57640

Improved binomial
(a) bv x* •

190-651
1167-607
3226-085
5468-07
6245-98
5095-82
3041-47
1339-55
432-815
100-351

15-9413
1-65879

Improred binomial
(b) by x* •

190-659
1157-600
3225-959
5457-78
6245-71
6095-79
3041-69
1339-81
432-984
100-419
15-9595

1-66210

• PkU. Mag. Jury, 1900, p. 167.
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SMITH 271

Fitting the frequencies from the end by means of two moments we obtain the
binomial

(6658208+ 3341792)"1*"",

the terms of which are given in the table above under the head Binomial

From these starting values of p and I we found by the equations (8) the constants
of the improved binomial (a) p - -6674922 and I - 12-188945.

A comparison between the coefficients of the two sets of formulae (8) and (9)

gave the result that they only diverged by between 1-4 and 5 per mille of their

value. As * _ , * for the tail group was as big as 5-44, we are from this justified

in expecting the approximate formulae (9) to be useful for binomial data.
Starting from the improved binomial (a) another improved binomial {b) was

found by means of the formulae (9). As will be seen I only succeeded in

diminishing -Ap- by raising jfc , and x* came out with exactly the same value

as by the former formula. The constants for the improved binomial (o) are
p - -6675432 and I - 12-191141.

The constants illustrating the 'goodness of fit' were found as follows:

TABLE IX.

Binomial
Improved Binomial (a)

(*)

X1

11-643
11-513
11-513

P

•300
•401
•401

<*(x*)
~Sf

15&-47
28-02
_ -Q2

<*(x')

~sr
- 8-15
- -84
+ 1-96

It will be seen from the above illustrations that the probability of happening
as determined by the x% test °f 'goodness of fit' being a maximum can always be
made somewhat greater than the same probability deduced from a fit by the
method of moments, which at any rate for the Gaussian curve is usually assumed
to be the 'best.'

(6) On the 'Best' Values of the Constants of Regression Curves.

If we apply the test of •'goodness of fit' to regression curves as recently indicated
by Pearson* modifying Slutsky's methodsf, we shall experience the same divergence
between the curves of regression found by the method of least squares and the
curves calculated so as to make x* a minim-nm, as we found when dealing with
frequency distributions.

In the paper cited x* for a regression curve is given as

f _ s ("» {my ™'}>) (10),

* Biomttrika, VoL n. pp. 239 tt teq.
t Jomrnal of At Bof/al Statistical Socuty, VoL Lxxvn. pp. 78-84.
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272 On 'Best' Values of Constants in Frequency Distributions

where m is the mean of the pth array of the sample of size M from a population
of size N. while mp is the ',heoretical mean as found from the regression curve,
n, , «=• n9M/N, is the mean frequency and o^ the mean standard deviation of the
pth array in the samples. The difficulty in applying the 'goodness of fit1 test
lies in finding adequate values for n, and cr= . Let us assume them to be found.
The 'best' values of the constants fx,fv ... of the regression curve, i.e. the values
which make jf* a minimum, will then be found from equations of the type

(11).

As will be seen these equations fall into the equations resulting from using

the method of least squares if - j ^ - is independent of the constants of the regression

curve and at the same time for the different arrays proportional to the n, of the
sample. Even if our sample be derived from truly Gaussian data, these conditions
will only approximately be satisfied, the 05^, although constant, being dependent
upon the constants of the regression 1 urve and the n, of the formula not being
really the sample value.

Supposing - j j - to be independent of the constants of the regression line

m, = ax+ b, the equations (11) take the form

S {v, (nip - ax — b) 1} — 0,

S {v9 [m,-ax- b)} -. 0,

np

when we put vr for E—

From these equations we find

S ( y y ; ) . S («,) - S (r.m,) S (x)
° ° S (*,*•) • S (v,) - {S

h S

S(v,) ""fffoT
formulae agreeing with those derived from the method of least squares if vr equals
the marginal frequencies of the sample. But not agreeing with them if, for example,
the material be heteroscedastic.

(7) Illustration VI. Auricular Height of School Girls.

This example was first used by Pearson in the memoir on skew correlation*
and later as an illustration of the test of 'goodness of fit' of regression curvesf.

* Draper? Company Rteearck Memoir*, Biomotrio Scrim n. p. 34.
t BiomttrUm, VoL n . p. 255.
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Kmsncns SMITH 273

For the present use theoretical values of n , and o^i were determined, from which the
values of vp given in Table X are calculated. The n , and vP of the table represent the
weights given to the means of arrays respectively by the method of least squares and
by our method of main Tig ^» a TninimnTn. I t will be seen that our method throws

TABLE X.

3—4
4—6
5—S
6—7
7—8
8—9
9—10

10—11
11—12
12—13
13—14
14—15
15—16
16—17
17—18
18—19
19—SO
20—SI
21—22
22—23

observed

i
7

18
40
76

125
177
236
261
309
263
198
214
162
96
61
13
7
8
2

<>

6-3790
13-7170
28-5873
66-0527
96-3828

146-023
199-783
243-414
271-704
277-232
269-386
223-506
172-851
121-966
75-7303
43-U926
21-2448

8-09110
6-42326
2-42653

obaerred

115-23
116-96
117-47
119-10
120-30
121-63
121-72
122-82
12314
123-89
124-86
126-71
12616
126-63
126-91
127-02
129-66
123-82
126-50
125-25

«•»
from x*

a TTlfn^TTHlTTl

117-76
118-44
119-13
119-81
120-49
12117
121-86
122-54
123-22
123-90
124-59
125-27
125-95
126-63
127-32
128-00
128-68
129-36
130-05
130-73

from leut
•qnares

117-95
118-61
119-27
119-94
120-60
121-26
121-92
122-59
123-25
123-91
124-68
126-24
125-90
126-67
127-23
127-89
128-65
129-22
129-88
130-64

the weight more to the first half part of the groups of ages than the method of
least squares. This is due to the hetexoscedosticity of the material, the o 1 ^
varying from 27-2776 in the youngest group to 60-4676 in the eldest. The two
last columns of Table X contain the m, calculated from our regression formula
and from the usual formula; as might be expected our mp's are closer to the
means of the observations for the younger groups of ages and difEer more for the
higher ages than do the m, values obtained by the method of least squares. The
X1 calculated by (10) are for the two cases 18-45 and 18-67 and we have only raised
the 'goodness of fit' P from "543 to '558 although the weighting in the two
methods appeared sensibly different.

The usual regression line is

m, - 124-0467 + -662979 (x, - 12-7007),

124-0467 and 12-7007 being the general means, and regression line from the x1

formula may be written

m, = 124-0411 + -682455 {x, - 12-7007)

from which is seen that it passes not far from the mean.

In a similar way I have treated the regression of ages on height of head. Also
I have here calculated" the heteroscedasticity and have had to use a parabola to

Biomatrik* n 18
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274 On 'Best' Values of Constants in Frequency Distributions

L Companion of Regreuion Straight Lm« fonnd by method of
Leaat Squares and by x» Test.
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SMITH 275

represent a1^, the squared standard deviation of the arrays of same height, to
obtain a reasonable description; this is shown on the diagram. The marginal
frequencies of the height variate could be expressed fairly well by a Gaussian curve.
These theoretical values of a1^ and np' are given in Table XI together with the
weights

calculated from them.

TABLE XI.

WlHm.

102-25—104-25
104-25—106-25
106-25—108-25
108-25—110-25
110-25—112-25
112-25—114-25
114-25—116-25
116-25—118-25
118-25—120-25
120-25—122-25
122-25—124-25
124-25—126-25
128-25—128-26
128-25—130-25
130-25—132-25
132-25—134-25
134-25—136-25
136-25—138-25
138-25—140-25
140-25—142-25
142-25—144-25
144-25—146-26
146-25—148-26

theoretical

8-466
8-748
8-987
9-172
9-304
9-382
9408
9-380
9-298
9-164
8-976
8-736
8-441
8-093
7-692
7-238
6-730
6-170
6-566
4-888
4-168
3-394
2-667

theoretical

4-73
6-62

13-89
26-80
47-59
77-76

116-90
161-71
206-83
241-06
269-78
257-69
235-02
197-30
152-41
108-33
70-86
42-64
23-61
12-03
5-64
2-43
1-49

•

4-7123
6-3809

13-0282
24-6339
431217
69-8648

104-750
145-332
186-697
221-744
243-960
248-680
234-710
205-508
167-023
126-167
88-7361
68-2529
35-8204
20-7416
11-4040
6-0407
4-8836

observed

2
10
10
27
56
59

115
142
244
266
261
266
219
197
131
88
77
62
20
16
11
4
1

ODBCTTod

6-00
10-40
1110
11-54
11-71
11-81
11-62
11-70
11-80
1216
12-52
12-83
12-98
13-78
13-85
13-78
14-28
14-40
14-05
14-66
14-96
18-00
19-60

from x̂
Tninlmnm

9-92
10-18
10-46
10-72
10-99
11-26
11-53
11-80
12-06
12-33
12-60
12-87
1314
13-41
13-67
13-94
14-21
14-48
14-75
1502
15-29
15-66
15-82

dp from
Wet

aqnarea

9-99
10-26
10-51
10-77
U-03
11-29
11-55
11-81
12-08
12 34
12-60
12-86
1312
13-38
13-64
13-90
1416
14-42
14:69
14-96
15-21
15-47
16-73

The usual regression line is

m,' - 12-7007 + -130489 (y, - 124-0467),

and the line for which x* is a TninimnTn ia

» , ' - 12-7071 + -1342346 (yp - 124-0467).

For x1 w e r e found in the two cases the values 44-411 and 44-109 and for the
'goodness of fit' P the values -0047 and 0051*.

* A case was purposely choaen in which the regression was known to be far from linear, in order to
ascertain whether this fact itself would separata at aO widely the least square and x* regression lines.
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270 On 'Best' Values of Constants in Frequency Distributions

The intersection point of the two x* regression lines is m = 124-0453,
m' = 12-7070, which is seen to be very near to the general means. Introducing
that point into the equations of the Enea, they take the form

mp' - 12-7070 + -1342345 (y, - 124-0453),

m, - 124-0453 + -682455 {xv - 12-7070).
From the slopes of the lines we find the value -3027 for the correlation coefficient,
whereas the method of least squares gives the value -2941.

Although we have found the material to be decidedly heteroscedastic and the
weighting of the two series of means rather different from that of the marginal
frequencies, we nevertheless see that the resulting regression lines differ very little
from the ordinary regression lines, both the deviations of the means and the
correlation coefficient derived from them being less than their probable errors.

(8) The conclusions to be drawn from the present investigation are:
(i) The definition of 'best,' which leads to the method of momenta being con-

sidered 'best' and incidentally to the method of least squares being considered
' best,' is undoubtedly somewhat arbitrary. If we use Pearson's ' Goodness of Fit'
test, then the method of moments is not necessarily the 'best,' the best value of
the constant termed the mean is not necessarily the mean, nor generally the best
value of the correlation coefficient between two variatea that calculated by the
moments and product moment method.

(ii) On the other hand the present numerical illustrations appear to indicate
that but little practical advantage is gained by a great deal of additional labour,
the values of P are only slightly raised—probably always within their range of
probable error. In other words the investigation justifies the method of moments
aa giving excellent values of the constants with nearly the TnnTiTnTim value of P or
it justifies the use of the method of moments, if the definition of 'best' by which
that method is reached must at least be considered somewhat arbitrary.

The present paper was worked out in the Biometric Laboratory and I have
to thank Professor Pearson for his aid throughout the work.
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