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Review of guidelines for good practice in decision-analytic modelling in health technology assessment
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Objectives: To identify existing guidelines and develop a synthesised guideline plus accompanying checklist. In addition to provide guidance on key theoretical, methodological and practical issues and consider the implications of this research for what might be expected of future decision-analytic models.

Data sources: Electronic databases.

Review methods: A systematic review of existing good practice guidelines was undertaken to identify and summarise guidelines currently available for assessing the quality of decision-analytic models that have been undertaken for health technology assessment. A synthesised good practice guidance and accompanying checklist was developed. Two specific methods areas in decision modelling were considered. The first method’s topic is the identification of parameter estimates from published literature. Parameter searches were developed and piloted using a case-study model. The second topic relates to bias in parameter estimates; that is, how to adjust estimates of treatment effect from observational studies where there are risks of selection bias. A systematic literature review was conducted to identify those studies looking at quantification of bias in parameter estimates and the implication of this bias.

Results: Fifteen studies met the inclusion criteria and were reviewed and consolidated into a single set of brief statements of good practice. From this, a checklist was developed and applied to three independent decision-analytic models. Although the checklist provided excellent guidance on some key issues for model evaluation, it was too general to pick up on the specific nuances of each model. The searches that were developed helped to identify important data for inclusion in the model. However, the quality of life searches proved to be problematic: the published search filters did not focus on those measures specific to cost-effectiveness analysis and although the strategies developed as part of this project were more successful few data were found. Of the 11 studies meeting the criteria on the effect of selection bias, five concluded that a non-randomised trial design is associated with bias and six studies found ‘similar’ estimates of treatment effects from observational studies or non-randomised clinical trials and randomised controlled trials (RCTs). One purpose of developing the synthesised guideline and checklist was to provide a framework for critical appraisal by the various parties involved in the health technology assessment process. First, the guideline and checklist can be used by groups that are reviewing other analysts’ models and, secondly, the guideline and checklist could be used by the various analysts as they develop their models (to use it as a check on how they are developing and reporting their analyses). The Expert Advisory Group (EAG) that was convened to discuss the potential role of the guidance and checklist felt that, in general, the guidance and checklist would be a useful tool, although the checklist is not meant to be used exclusively to determine a model’s quality, and so should not be used as a substitute for critical appraisal.

Conclusions: The review of current guidelines showed that although authors may provide a consistent message regarding some aspects of modelling, in other areas conflicting attributes are presented in different guidelines. In general, the checklist appears to perform well, in terms of identifying those aspects of the model that should be of particular concern to the reader. The checklist cannot, however, provide answers to the appropriateness of the model structure and structural...
assumptions, as these may be seen as a general problem with generic checklists and do not reflect any shortcoming with the synthesised guidance and checklist developed here. The assessment of the checklist, as well as feedback from the EAG, indicated the importance of its use in conjunction with a more general checklist or guidelines on economic evaluation. Further methods research into the following areas would be valuable: the quantification of selection bias in non-controlled studies and in controlled observational studies; the level of bias in the different non-RCT study designs; a comparison of results from RCTs with those from other non-randomised studies; assessment of the strengths and weaknesses of alternative ways to adjust for bias in a decision model; and how to prioritise searching for parameter estimates.
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Glossary and list of abbreviations

Technical terms and abbreviations are used throughout this report. The meaning is usually clear from the context, but a glossary is provided for the non-specialist reader. In some cases, usage differs in the literature, but the term has a constant meaning throughout this review.

Glossary

Assessment team  Independent teams, based in academic centres, that produce technology assessment reviews for NICE, commissioned by the NHS HTA programme.

Bias  Deviation of results or inferences from the truth, processes leading to systematic deviation. Any trend in the collection, analysis, interpretation, publication or review of data that can lead to conclusions that are systematically different from the truth.

Cost-effectiveness  The consequences of the alternatives are measured in natural units, such as years of life gained. The consequences are not given a monetary value.

Cost-effectiveness acceptability curve  A Bayesian approach to the presentation of cost-effectiveness. The curve illustrates the probability of intervention A being more cost-effective than intervention B given a range of values that a decision-maker may attach to an additional quality-adjusted life-year.

Decision analysis  A structured way of thinking about how an action taken in a current decision would lead to a result. Will usually involve the construction of a logical model, which is a mathematical representation of the relationships between inputs and results.

Expected value of perfect information  The difference between the expected value of a model with perfect information and the expected value with current information allowing for whether perfect information would change the optimal decision.

Health technology assessment  Health technology covers any method used by those working in health services to promote health, prevent and treat disease, and improve rehabilitation and long-term care. ‘Technologies’ in this context are not confined to new drugs or pieces of sophisticated equipment.

Health Technology Assessment (HTA) programme  A national programme of research established and funded by the Department of Health’s research and development programme.

Incremental cost-effectiveness ratio  The ratio of the difference in costs between two alternatives to the difference in effectiveness between the same two alternatives.

National Coordinating Centre for Health Technology Assessment  Coordinates the Health Technology Assessment Programme under contract from the Department of Health’s research and development division.

National Institute for Clinical Excellence  Part of the NHS. It is the independent organisation responsible for providing national guidance on treatments and care for those using the NHS in England and Wales. Its guidance is for healthcare professionals and patients and their carers, to help them to make decisions about treatment and healthcare.

Quality-adjusted life-years  An index of survival that is weighted or adjusted by a value associated with patients’ quality of life during the survival period.

Randomised controlled trial  In healthcare evaluation, these are designed for particular...
measurements; in particular relative treatment effects that are potentially subject to selection bias, such as a hazard ratio. Selection bias is minimised by randomly assigning people to one or two or more treatment groups and, where possible, blinding them and the investigators to the treatment that they are receiving. The outcome of interest is then compared between the treatment groups. Such studies are designed to minimise the possibility of an association due to confounding and remove sources of bias present in other study designs.

**Technology Assessment Review** The reports produced by the assessment teams as an input to a NICE technology appraisal.

## Glossary and list of abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BNF</td>
<td>British National Formulary</td>
</tr>
<tr>
<td>CDSR</td>
<td>Cochrane Database of Systematic Reviews</td>
</tr>
<tr>
<td>CEA</td>
<td>cost-effectiveness analysis</td>
</tr>
<tr>
<td>CENTRAL</td>
<td>bibliography of controlled trials</td>
</tr>
<tr>
<td>CI</td>
<td>confidence interval</td>
</tr>
<tr>
<td>CIN</td>
<td>cervical intraepithelial neoplasia</td>
</tr>
<tr>
<td>CIPFA</td>
<td>Chartered Institute of Public Finance and Accountancy</td>
</tr>
<tr>
<td>CMR</td>
<td>Cochrane Methodology Register</td>
</tr>
<tr>
<td>CRD</td>
<td>Centre for Reviews and Dissemination, University of York</td>
</tr>
<tr>
<td>CUA</td>
<td>cost-utility analysis</td>
</tr>
<tr>
<td>DARE</td>
<td>Database of Abstracts of Reviews of Effectiveness</td>
</tr>
<tr>
<td>EAG</td>
<td>Expert Advisory Group</td>
</tr>
<tr>
<td>EDSS</td>
<td>Expanded Disability Status Scale</td>
</tr>
<tr>
<td>HCT</td>
<td>historically controlled trial</td>
</tr>
<tr>
<td>HEED</td>
<td>Health Economic Evaluation Database</td>
</tr>
<tr>
<td>IFN</td>
<td>interferon</td>
</tr>
<tr>
<td>IPD</td>
<td>Incidence and Prevalence Database</td>
</tr>
<tr>
<td>ISPOR</td>
<td>International Society for Pharmacoeconomics and Outcomes Research</td>
</tr>
<tr>
<td>ITT</td>
<td>intention to treat</td>
</tr>
<tr>
<td>LBC</td>
<td>liquid-based cytology</td>
</tr>
<tr>
<td>MIMS</td>
<td>Monthly Index to Medical Specialities</td>
</tr>
<tr>
<td>MSCRG</td>
<td>Multiple Sclerosis Collaborative Research Group</td>
</tr>
<tr>
<td>NHS EED</td>
<td>National Health Service Economic Evaluation Database</td>
</tr>
<tr>
<td>NICE</td>
<td>National Institute for Clinical Excellence</td>
</tr>
<tr>
<td>QALY</td>
<td>quality-adjusted life years</td>
</tr>
<tr>
<td>QEO</td>
<td>quasi-experimental and observational</td>
</tr>
<tr>
<td>RCT</td>
<td>randomised controlled trial</td>
</tr>
<tr>
<td>SchARR</td>
<td>School of Health and Related Research, Sheffield</td>
</tr>
<tr>
<td>SCI</td>
<td>Science Citation Index</td>
</tr>
<tr>
<td>SSCI</td>
<td>Social Science Citation Index</td>
</tr>
<tr>
<td>TAR</td>
<td>Technology Assessment Index</td>
</tr>
<tr>
<td>UTI</td>
<td>urinary tract infections</td>
</tr>
<tr>
<td>VUR</td>
<td>vesicoureteral reflux</td>
</tr>
</tbody>
</table>

All abbreviations that have been used in this report are listed here unless the abbreviation is well known (e.g. NHS), or it has been used only once, or it is a non-standard abbreviation used only in figures/tables/appendices in which case the abbreviation is defined in the figure legend or at the end of the table.
Executive summary

Background

Decision-analytic models represent an explicit way to synthesise evidence currently available on the outcomes and costs of alternative (mutually exclusive) healthcare interventions. Usually their objective is to obtain a clear understanding of the relationship between incremental cost and effect in order to assess relative cost-effectiveness and to determine which interventions should be adopted given existing information. Given that the use of decision-analytic modelling for health technology assessment has increased exponentially in recent years, there is a need to consider how good practice in the field has been defined. Since the 1980s, several published guidelines have been available for those developing and evaluating decision-analytic models for health technology assessment. However, given the speed at which economic evaluation methodology has progressed, it is timely to review, critically appraise and consolidate those existing guidelines on the use of decision-analytic modelling in health technology assessment, and to identify key issues where guidance is lacking.

Objectives

- To identify and describe published guidelines for assessing the quality of decision-analytic models in health technology assessment.
- To develop a synthesised guideline and accompanying checklist using available good practice guidelines.
- To provide guidance on key theoretical, methodological and practical issues not yet covered in published guidelines. Two areas were identified in advance as priorities: literature searching for parameter estimation in decision models, and adjusting for bias in treatment effect estimates from observational studies used in decision models.
- To consider the implications of this research for what might be expected of future decision-analytic models relating to the National Institute for Clinical Excellence (NICE) technology appraisal process and health technology assessment in general.

Methods

The project consisted of four key elements:

- A systematic review of existing good practice guidelines was undertaken to identify and summarise guidelines currently available for assessing the quality of decision-analytic models that have been undertaken for health technology assessment. Areas of guidance that were relevant to economic evaluation in general, rather than decision-analytic modelling specifically, were omitted.
- A synthesised good practice guidance and accompanying checklist was developed. Each theme and subtheme from the review of guidelines was taken in turn, and its relevance was discussed in relation to the development of general guidelines for decision-analytic modelling in health technology assessment. Where previous guidelines were contradictory, a consensus decision was taken by the research team regarding the most appropriate item for the synthesised guideline. A checklist was constructed from the synthesised guideline, using the suggested headings and statements. This checklist was applied to three recent decision-analytic models undertaken as part of the NICE appraisal process.
- Two specific methods areas in decision modelling which have received relatively little consideration in the literature, were considered. They were selected on the basis of the team’s experience, rather than any systematic review of the methods literature. The first method’s topic is the identification of parameter estimates from published literature. Parameter searches were developed and piloted using a case-study model. The second topic relates to bias in parameter estimates; that is, how to adjust estimates of treatment effect from observational studies where there are risks of selection bias. A systematic literature review was conducted to identify those studies looking at quantification of bias in parameter estimates and the implication of this bias.
- The use of the guidance and checklist for future decision-analytic models developed as part of the NICE Technology Assessment Review (TAR) process was considered. Decision modelling is
central to the NICE technology assessment process and it is essential to assess the quality of those models that are developed to inform the Appraisal Committee.

Results

Synthesised guidance
Systematic searches identified 26 papers offering general guidance on good quality decision-analytic modelling. Of these, 15 met the inclusion criteria and were reviewed and consolidated into a single set of brief statements of good practice. Based on this review, a checklist was developed and applied to three independent decision-analytic models.

Elements were summarised under the headings of Structure, Data and Consistency. Within the published literature, the process of developing a framework for good practice has been iterative. Although the checklist provided excellent guidance on some key issues for model evaluation, it was too general to pick up on the specific nuances of each model.

Searching for parameter estimates
The searches that were developed helped to identify important data for inclusion in the model. However, the quality of life searches proved to be problematic: the published search filters did not focus on those measures specific to cost-effectiveness analysis and although the strategies developed as part of this project were more successful few data were found.

Effect of selection bias
Fourteen relevant references were identified, although three of these did not provide actual estimates of bias. Of the remaining 11 studies, five concluded that a non-randomised trial design is associated with bias and six studies found ‘similar’ estimates of treatment effects from observational studies or non-randomised clinical trials and randomised controlled trials (RCTs).

Implications for NICE appraisal process
Decision modelling is central to the NICE technology assessment process and it is essential to assess the quality of those models that are developed to inform the Appraisal Committee. One purpose of developing the synthesised guideline and checklist was to provide a framework for critical appraisal by the various parties involved in the health technology assessment process. First, the guideline and checklist can be used by groups that are reviewing other analysts’ models and, secondly, the guideline and checklist could be used by the various analysts as they develop their models (to use it as a check on how they are developing and reporting their analyses).

The Expert Advisory Group (EAG) that was convened to discuss the potential role of the guidance and checklist in the NICE TAR process felt that, in general, the guidance and checklist would be a useful tool in the NICE TAR process for the assessment team, technical leads and committee members. However, some caution must be applied when using the checklist, and it is particularly important to realise that the checklist is not meant to be used exclusively to determine a model’s quality, and so should not be used as a substitute for critical appraisal.

Currently, no common checklist is used in the review process. It is hoped that further discussion between the assessment teams and NICE will lead to the use of the same checklists across the groups. This would include those used for economic evaluation in general, as well as decision models in particular.

Conclusions

The review of current guidelines showed that although authors may provide a consistent message regarding some aspects of modelling, in other areas conflicting attributes are presented in different guidelines.

A preliminary assessment showed that, in general, the checklist appears to perform well, in terms of identifying those aspects of the model that should be of particular concern to the reader. The checklist cannot, however, provide answers to the appropriateness of the model structure and structural assumptions, as these may be seen as a general problem with generic checklists and do not reflect any shortcoming with the synthesised guidance and checklist developed here. The assessment of the checklist, as well as feedback from the EAG, indicated the importance of its use in conjunction with a more general checklist or guidelines on economic evaluation.

The review of current guidance for good quality decision-analytic modelling for health technology assessment highlighted a number of methodological areas that have not received attention in the literature on good practice. There are a lot of these areas and, therefore, it was only possible to consider two specific methods areas in
decision modelling: the identification of parameter estimates from published literature, and the issue of adjusting treatment effect estimates taken from observational studies for potential bias. Literature reviews showed that both of these areas are under-researched and are areas in which further research is needed.

**Recommendations for research**

This project has highlighted many areas where further methods research may be of value. In particular:

- A review of the literature is needed pertaining to the quantification of selection bias in non-controlled studies and in controlled observational studies.
- Empirical research is needed to define further the level of bias in the different non-RCT study designs.
- Studies are needed which compare results from RCTs with those from other non-randomised studies.
- There is a need to assess the strengths and weaknesses of alternative ways to adjust for bias in a decision model.
- Studies are needed to determine how to prioritise searching for parameter estimates. The value of information methods is worth consideration.
Chapter 1
Introduction

Health technology assessment is undertaken to
inform decision-making regarding the use of
particular healthcare programmes and
interventions. The NHS Health Technology
Assessment programme is a national programme
of evaluative research funded as part of the UK
Department of Health’s research and development
programme (www.nchta.org). Its purpose is to
provide high-quality evidence on the costs,
effectiveness and broader impact of health
technologies for those who use, manage and
provide care in the NHS. The HTA programme
commissions both primary and secondary
research. The programme is coordinated by the
National Coordinating Centre for Health
Technology Assessment (NCCHTA), which is
based at the University of Southampton.

The process of estimating the effectiveness and
cost-effectiveness of a technology inevitably
involves the synthesis of a range of evidence. This
suggests two key components to the health
technology assessment process, which should be
carried out in a mutually supportive and
interactive manner. One involves gathering
evidence from a range of primary studies relating
to the disease and/or technology of concern.
These data relate to factors including the
epidemiology, natural history, costs and quality of
life impact of a disease, and to the implications for
these parameters for particular interventions. The
second component involves the formal synthesis of
all the available data within an analytical
framework which is focused on the ultimate
objective of the decision, for example, to select a
particular intervention which is consistent with
maximising health benefits from available
resources. The process of decision-analytic
modelling is now seen as central to the process of
health technology assessment in general, and it
plays a key role in the National Institute for
Clinical Excellent (NICE) appraisal process in
particular.1

Decision-analytic models represent an explicit way
to synthesise the evidence currently available on
the outcomes and costs of alternative (mutually
exclusive) healthcare interventions. Usually their
objective is to obtain a clear understanding of the
relationship between incremental cost and effect in
order to assess relative cost-effectiveness and to
determine which interventions should be adopted,
given existing information, including costs and
relevant preferences. They provide a key role in
translating the uncertainty associated with
parameters (e.g. the cost of a particular adverse
event, the quality of life impact of a condition or
the relative risk reduction associated with a
specific intervention) into the uncertainty
associated with making a decision regarding the
use of particular technologies.2 They are also a
valuable tool for quantifying the implications (in
terms of resource costs and health gain forgone) of
that decision uncertainty which, in the form of
expected value of perfect information, can be used
to prioritise future research.1,3–6

The use of decision-analytic modelling for health
technology assessment has increased exponentially
in recent years, and there is a need to consider
how good practice in the field has been defined.
Given the need for every model to focus on a
specific decision problem, and to deal with the
realities of data availability and the complexities of
particular diseases and interventions, it is unlikely
ever to be possible to establish guidelines that
spell out every step of the modelling process, and
against which particular models can be fully
assessed.7 However, there is a need to set out the
general characteristics that all decision-analytic
models should aim to achieve to help decision-
makers to distinguish a good decision-analytic
model from a bad one. This may at least help to
identify those that fail some very basic tests of
quality, and where more detailed quality
assessment may not be required. It is also
important to identify areas where the literature
offers no description of good practice and where
there is a potential need for methodological
research to fill the gaps.

Study objectives

Given the speed at which economic evaluation
methodology has progressed, it is timely to review,
critically appraise, consolidate and further develop
existing guidelines on the use of decision-analytic
modelling in health technology assessment. In light
of this, the study contains four broad elements:
Introduction

- a systematic search of the literature to identify and describe published guidelines for assessing the quality of decision-analytic models in health technology assessment
- development of a synthesised guideline and accompanying checklist using available good practice guidelines; application of this checklist to three case-study decision-analytic models that have been developed as part of the NICE technology appraisal process
- the provision of guidance on key theoretical, methodological and practical issues not yet covered in published guidelines
- the consideration of the implications of this research for what might be expected of future decision-analytic models relating to the NICE technology appraisal process.
A systematic search was undertaken to identify and summarise currently available guidelines for assessing the quality of decision-analytic models that have been undertaken for health technology assessment. It is recognised that a wealth of literature exists on good decision modelling outside health technology assessment. However, given the timescale for this project, it was felt that extending the scope beyond health technology assessment would produce an unmanageable number of papers to review. This chapter details the methods and results of this review.

Methods

Search strategy
The broadness of the search topic and the ambiguous nature of the terms included led to the development of a pragmatic focused search to avoid being overwhelmed with records to assess. The following databases were searched for guidelines:

- EconLit
- EMBASE
- Health Economic Evaluations Database (HEED)
- MEDLINE and PREMEDLINE
- NHS Economic Evaluation Database (NHS EED)
- Science Citation Index (SCI)
- Social Science Citation Index (SSCI).

Search strategies, adapted for each database, were developed to identify relevant papers from NHS EED, MEDLINE, EMBASE, EconLit, SSCI, SCI and HEED. A search for discussion papers published by academic centres and health technology assessment agencies, and selective searches of the Internet were also carried out. The full search strategies can be seen in Appendix 1.

On the basis of an assessment of abstracts, a shortlist of potential guidelines was established and copies of relevant papers were obtained.

Inclusion criteria
Papers were deemed relevant for inclusion in the review if, on the basis of title and abstract (if available):

- the paper provided general guidance on the elements of a good decision-analytic model for health technology assessment, or
- the paper provided explicit criteria against which to assess the quality or validity of a decision-analytic model built for the purpose of health technology assessment.

These inclusion criteria included decision-analytic models for effectiveness analysis as well as cost-effectiveness analysis, but excluded papers that focused on just one aspect of decision-analytic modelling methodology or those relating to specific disease areas. ‘Decision-analytic modelling’ is defined here as a model using summary data to establish a preferred healthcare intervention on the grounds of effectiveness or cost-effectiveness, or both.

Data extraction
Those papers describing an overall approach to quality assessment in decision-analytic modelling for health technology assessment were summarised. Data were extracted from the papers using a deductive iterative thematic approach, which was based on the general themes identified in earlier work: structure, data and consistency. Data extraction was undertaken by one researcher and checked by a second. Any discrepancies were discussed and resolved between the two researchers.

Results
On the basis of the title and abstract, 222 full papers were obtained, 26 of which were potentially relevant for the review of guidelines. Fifteen papers gave general guidance for what might constitute a good decision-analytic model as well as offering specific guidelines covering model quality. Table 1 describes the types of paper identified, including those that were not included in the review.
Data from the 15 guidelines were extracted qualitatively using a thematic approach. Each guideline was summarised and then formulated into themes and subthemes under the broad headings of Structure, Data and Consistency (see Appendix 2). A detailed review of those guidelines is given below. This part of the document describes what each guideline says and the consistency between them, but does not seek to assess the strengths and weaknesses of their arguments or to synthesise across guidelines; this is the purpose of Chapter 3.

**Summary of existing guidelines of good practice**

The guidelines differed in terms of their comprehensiveness and, in some, the area(s) of model quality they considered. Table 2 gives a general summary of the specific areas of decision-analytic modelling considered by each of the guidelines.

<table>
<thead>
<tr>
<th>Reason for order</th>
<th>No. of references</th>
</tr>
</thead>
<tbody>
<tr>
<td>Guidelines for good decision-analytic modelling</td>
<td>26</td>
</tr>
<tr>
<td>General guidance on decision analysis</td>
<td>124</td>
</tr>
<tr>
<td>Validation of a specific model</td>
<td>36</td>
</tr>
<tr>
<td>Sensitivity analysis in decision-analytic models</td>
<td>18</td>
</tr>
<tr>
<td>Data sources for decision-analytic models</td>
<td>6</td>
</tr>
<tr>
<td>Papers that address the issue of bias in decision-analytic modelling</td>
<td>8</td>
</tr>
<tr>
<td>Presentation of decision-analytic models’ results</td>
<td>2</td>
</tr>
<tr>
<td>Incorporating attitude to risk into decision-analytic models</td>
<td>2</td>
</tr>
<tr>
<td>Total</td>
<td>222</td>
</tr>
</tbody>
</table>

The guidelines that are available range from guidelines for general reporting to papers that have sought to define and suggest methods to assess validity in decision models. Within the published literature, the process of developing a framework for quality assessment has been iterative, with more recent guidelines extending, and further developing, earlier work as methodological advances are made.

The purpose of this review is to synthesise the current guidelines and to identify areas where they do not agree. In reviewing the guidelines available, they have been summarised according to three general components of a model: structure, data and consistency.

**Structure**

Determining the structure of the model is key to the model’s development. Several dimensions relating to the structure of the model have been addressed in published guidelines, each of which is summarised below.

**Statement of decision problem/objective**

There should be a clear statement about the decision problem prompting the analysis from the outset of the modelling process, and the resulting structure of the model should be consistent with the stated decision problem. The statement should include information about the disease(s) or condition(s) being modelled, descriptions of the patient or study population, the possible diagnostic and therapeutic actions and interventions, and the possible outcomes after attempts to identify what constitutes good practice in decision-analytic modelling. Within these guidelines, however, it is important to recognise that it is not possible (or indeed desirable) to develop a rigid set of steps that a decision modeller should follow to develop what might be termed ‘a good model’. This might lead to the distortion of research priorities (questions will focus on simple questions where good evidence is already available) and the possible rejection of valuable models, and will almost inevitably discourage novel methodology. Rather, development of guidelines provides a framework for what should constitute good practice in decision-analytic modelling and, for the relevant dimensions of quality assessment, can provide details of the appropriate methodology. There is a need, however, for a guideline that is sufficiently generic to apply across models of different types and diseases, without being so general that it is of little value to users and developers of models.
### TABLE 2  General summary of included guidelines

| Element | Akehurst et al., 2000<sup>8</sup> | Buxton et al., 1997<sup>9</sup> | Eddy et al., 1985<sup>10</sup> | Habbema et al., 1990<sup>11</sup> | Halpern et al., 1998<sup>12</sup> | Hay et al., 1998<sup>13</sup> | ISPOR Task Force, 2001<sup>14</sup> | McCabe and Dixon, 2000<sup>15</sup> | Nuijten et al., 1998<sup>16</sup> | Ramsey and Sullivan, 1999<sup>17</sup> | Sculpher et al., 2002<sup>18</sup> | Sendt et al., 1999<sup>19</sup> | Sonnenberg et al., 1994<sup>20</sup> | Soto et al., 2002<sup>21</sup> | Weinstein et al., 2001<sup>22</sup> |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Structure** | | | | | | | | | | | | | | | | |
| Statement of decision | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Justification of modelling approach | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Statement of scope/perspective | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Structural assumptions | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Consistency of structure | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Strategies/comparators | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Model type | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Time horizon | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Health states | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Cycle length | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Parsimony | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| **Data** | | | | | | | | | | | | | | | | |
| Data identification | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| General | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Prospective data | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Retrospective data | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Expert opinion | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Resource use/costs | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Utilities | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Iterative data identification | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| **Data modelling** | | | | | | | | | | | | | | | | |
| General | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Data synthesis | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Discounting | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Analysis of trial data | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Treatment effect | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Transition probabilities | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Mortality | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Extrapolation | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |

continued
### TABLE 2 General summary of included guidelines (cont’d)

| Element                                           | Akehurst et al., 2000<sup>8</sup> | Buxton et al., 1997<sup>9</sup> | Eddy et al., 1985<sup>18</sup> | Habbema et al., 1990<sup>14</sup> | Halpern et al., 1998<sup>11</sup> | Hay 1998<sup>12</sup> | ISPOR Task Force, 2001<sup>13</sup> | McCabe and Dixon, 2000<sup>10</sup> | Nuijten et al., 1998<sup>15</sup> | Ramsey and Sullivan, 1999<sup>1</sup> | Sculpher et al., 2000<sup>7</sup> | Sendi et al., 1999<sup>16</sup> | Sonnenberg et al., 1994<sup>21</sup> | Soto 2002<sup>19</sup> | Weinstein et al., 2001<sup>20</sup> |
|---------------------------------------------------|----------------------------------|--------------------------------|-------------------------------|----------------------------------|------------------------|-----------------------------|---------------------------------|---------------------------------|----------------------------------|--------------------------------|--------------------------------|---------------------------------|--------------------------------|--------------------------------|
| Risk factors                                      |                                  |                                |                               |                                  |                        |                             |                                 |                                 |                                  |                                  |                                  |                                  |                                  |                                  |
| Utility                                           | ✓                                |                                |                               |                                  | ✓                      | ✓                          | ✓                               | ✓                               | ✓                                | ✓                                | ✓                                | ✓                                | ✓                                | ✓                                |
| Charges and costs                                 |                                  |                                |                               |                                  |                        |                             |                                 |                                 |                                  |                                  |                                  |                                  |                                  |                                  |
| Adjustment over time/ between countries           |                                  |                                |                               |                                  |                        |                             |                                 | ✓                               |                                  |                                  |                                  |                                  |                                  |                                  |
| Half-cycle correction                             | ✓                                | ✓                              | ✓                             | ✓                                | ✓                      | ✓                          | ✓                               | ✓                               | ✓                                | ✓                                | ✓                                | ✓                                | ✓                                | ✓                                |
| Data incorporation                                | ✓                                | ✓                              | ✓                             | ✓                                | ✓                      | ✓                          | ✓                               | ✓                               | ✓                                | ✓                                | ✓                                | ✓                                | ✓                                | ✓                                |
| **Assessment of uncertainty**                     |                                  |                                |                               |                                  |                        |                             |                                 |                                 |                                  |                                  |                                  |                                  |                                  |                                  |
| General statement regarding sensitivity analysis   | ✓                                |                                |                               |                                  | ✓                      | ✓                          | ✓                               | ✓                               | ✓                                | ✓                                | ✓                                | ✓                                | ✓                                | ✓                                |
| Parameter                                         | ✓                                | ✓                              | ✓                             | ✓                                | ✓                      | ✓                          | ✓                               | ✓                               | ✓                                | ✓                                | ✓                                | ✓                                | ✓                                | ✓                                |
| Structural                                         |                                  |                                |                               |                                  | ✓                      | ✓                          | ✓                               | ✓                               | ✓                                | ✓                                | ✓                                | ✓                                | ✓                                | ✓                                |
| Methodological                                    |                                  |                                |                               |                                  | ✓                      | ✓                          | ✓                               | ✓                               | ✓                                | ✓                                | ✓                                | ✓                                | ✓                                | ✓                                |
| Heterogeneity versus variability                  |                                  |                                |                               |                                  | ✓                      | ✓                          | ✓                               | ✓                               | ✓                                | ✓                                | ✓                                | ✓                                | ✓                                | ✓                                |
| Value of additional research                      |                                  |                                |                               |                                  | ✓                      | ✓                          | ✓                               | ✓                               | ✓                                | ✓                                | ✓                                | ✓                                | ✓                                | ✓                                |
| **Consistency**                                   |                                  |                                |                               |                                  | ✓                      | ✓                          | ✓                               | ✓                               | ✓                                | ✓                                | ✓                                | ✓                                | ✓                                | ✓                                |
| Internal consistency                              |                                  |                                |                               |                                  | ✓                      | ✓                          | ✓                               | ✓                               | ✓                                | ✓                                | ✓                                | ✓                                | ✓                                | ✓                                |
| External consistency                              |                                  |                                |                               |                                  | ✓                      | ✓                          | ✓                               | ✓                               | ✓                                | ✓                                | ✓                                | ✓                                | ✓                                | ✓                                |
| Between-model consistency                         |                                  |                                |                               |                                  | ✓                      | ✓                          | ✓                               | ✓                               | ✓                                | ✓                                | ✓                                | ✓                                | ✓                                | ✓                                |
| Predictive validity                                |                                  |                                |                               |                                  | ✓                      | ✓                          | ✓                               | ✓                               | ✓                                | ✓                                | ✓                                | ✓                                | ✓                                | ✓                                |
The objective or purpose of the model needs to be defined from the outset, as it will have a fundamental impact on several aspects of the model, such as its perspective, the comparators included, the model’s complexity, data sources and choice of outputs. Soto argues that the study question addressed by the model, along with reasons for its development, including the goal and objectives of the study, should be clear, transparent, relevant and achievable according to available data, implying that the decision problem should be governed by available data.

The type of economic evaluation that is being undertaken (e.g. cost-effectiveness analysis, cost-benefit analysis) should be described and justified.

**Justification of the modelling approach**

The rationale for the study should be described, and should include details of the information upon which the study question is based. Models can only be developed when alternative interventions, outcomes and probabilities can be specified, or at least estimated. The modelling approach and its methodology (model type, structure) should be justified; this will require indication of the lack of any alternative information or an appraisal of the information that demonstrates its weakness. It has been argued that it must be clear that, given the question to be answered, a model is the most (or only) appropriate or practical approach.

**Statement of scope/perspective**

The perspective of the model should be stated and determined at the outset of the study, and the model should be structured so that the inputs, outputs, costs and consequences are relevant to the decision-making perspective. In accordance with most economic evaluation guidelines, many authors believe that the societal perspective should be used in decision-analytic modelling studies. However, there is continued controversy over the relevance of the societal perspective for some decision-makers. A narrower perspective, such as that of the relevant decision-maker, can also be used as long as it is presented alongside the broader societal perspective. Nuijten and colleagues recommend that the perspective of the modelling study should accord with country-specific guidelines, in addition to rules for reimbursement and treatment patterns. Harpman and colleagues argue that the perspective should agree with the purpose of the model and International Society for Pharmacoeconomics and Outcomes Research (ISPOR) suggests that if a perspective narrower than societal is used, there should be discussion, at least qualitatively, of the implications of broadening the perspective.

The scope of a decision model should be clearly specified. It will depend on the specific question addressed by the decision model, the disease or condition and the interventions under study. As with the perspective of the model, this should be determined from the outset of the study. In general, the model’s scope refers to its limits or boundaries and should include a statement of the perspective of analysis, the technologies involved, the population and the setting studied, and the time horizon to which it relates. The population under study within the model will depend on the objective of the model. If the model is dependent on the extrapolation of particular clinical trial results to final outcomes, then details of the trial population should be given (i.e. inclusion and exclusion criteria). If the model is developed for such a specific population, factors that may limit the applicability of the results to a wider population should be discussed. It is important that the scope of the model is described in sufficient detail for a reader of the model’s results to be able to judge applicability within their own particular setting. The main factors that could limit the applicability of the results should be detailed. Data availability may limit both the scope and perspective of the analysis, or at least refine it.

The outcomes used in the model should reflect the perspective and scope of the model. It is generally recommended that models should include long-term or final outcomes, and the choice of outcome should be justified. All relevant outcomes to the condition and disease, including adverse events, relapse and death, should be incorporated and clinical outcomes should show effectiveness rather than efficacy. Nuijten and co-workers have argued that clinical events that do not differ statistically between intervention and control can be neglected by the model.

**Rationale for structure**

The structure of the model should be consistent with a coherent theory of the health condition under evaluation and its presentation should be clear. Harpman and colleagues suggest that...
the steps, branches or health states in the model should follow the course of treatment or the progression of the disease, and that progressions should make clinical and mathematical sense.\textsuperscript{11} Input from clinicians and decision-makers may be useful at this stage to ensure that the decision problem is relevant.\textsuperscript{11,19} All sources of data and expertise used to develop the model structure should be described.\textsuperscript{19}

Sonnenberg and colleagues\textsuperscript{21} describe a conceptual framework to explain the relationship between the decision problem and the resulting model. The framework consists of four levels:

- **Biological truth**: this is not usually directly or completely knowable.
- **Theoretical model**: this describes our understanding of the biological truth, analogous to the scientific theory that best explains the facts known at a given point in time. Normally this amounts to an enumeration of the important choices and events and the relationships between them.
- **Practical model**: the most detailed model that can be constructed on the basis of the data available. This practical model may also be constrained by a variety of simplifying assumptions, reflecting not only limitations of the data but also limitations to the size and complexity of the model.
- **Implementation model**: this represents the programming of the practical model in the relevant computer software.

Sonnenberg and colleagues\textsuperscript{21} explain how the move from the theoretical model to the practical model will involve assessment of available data and the requirement of simplifying assumptions to limit the size and complexity of the model. They argue that the detail of the implementation model should be no more than supported by available data.\textsuperscript{21} Later guidelines explain how the structure of the model should reflect the essential features of the disease and its interventions, irrespective of data availability, and that ignoring data that are incomplete or difficult to interpret cannot be justified.\textsuperscript{7,13} There is an acceptance in more recent guidelines, however, that data availability will inevitably play some role in structuring and refining the scope of the model. For example, the model may relate to an ‘average’ patient group as opposed to several specific subgroups, owing to data availability.\textsuperscript{7}

The causal relationships included in the model should be explained and substantiated by best available evidence.\textsuperscript{8} However, this does not mean that all of the causal links within the model need to be proven scientifically,\textsuperscript{13} nor does it suggest that the clinical area must be represented with absolute detail.\textsuperscript{10} Rather, there should not be any evidence that contraindicates the modelled relationships,\textsuperscript{13} and simpler structures (as opposed to attempting to represent the clinical area with absolute accuracy), which do not materially affect the model’s results, are preferred.\textsuperscript{10}

Sonnenberg and colleagues\textsuperscript{21} explain how the model should include key variables to represent important factors in the patient population. However, it is not clear what is meant by ‘key variables’. On a similar note, Ramsey and Sullivan\textsuperscript{17} explain how events following chance nodes within decision trees should be “all that are possible for the patient”.\textsuperscript{17} It is important that the possible pathways of the model are feasible and sensible for the particular patient group under investigation\textsuperscript{10,11} and that the model structure is able to describe current practice.\textsuperscript{10} Eddy\textsuperscript{18} describes this as first order validation (i.e. that the structure of the model should make sense to those who have a good knowledge of the problem\textsuperscript{18}) and others describe it as (clinical) face validity.\textsuperscript{11,22}

**Structural assumptions**

Although limited availability of information should not be considered an insurmountable barrier to model development, the specifics of the model will be influenced by available information. As a result, this must be explored early in the modelling process.\textsuperscript{11} It is important that any underlying theory used to develop the structure of the model and any assumptions or choices that are made are transparent and justified.\textsuperscript{9,15,18–20,22} For example, this may include the assumed relationships between parameters, and all simplifying assumptions.\textsuperscript{21} The choice of assumptions should be realistic and logical, and should reflect available data and routine medical practice in the chosen setting to which the model relates.\textsuperscript{19,22} However, the absence of data is not in itself a justification for simplification.\textsuperscript{10}

If evidence regarding the structural assumptions is incomplete, then the limitations of the evidence supporting the chosen model structure should be acknowledged and, if possible, sensitivity analysis using alternative model structures should be performed.\textsuperscript{13} In theory, any simplifying assumptions that are made should not have material impact on the model’s results.\textsuperscript{10} However, at the very least, a discussion of how the modelling assumptions and inherent biases in the model may
affect the results, estimating both the direction of the bias and the magnitude of effect, should also be included.\textsuperscript{11,18,19}

The validity of the model will rest on whether its assumptions are reasonable in the light of the needs and the purposes of the decision-maker and whether, after close examination, its implications make sense.\textsuperscript{19,22} One approach to testing the appropriateness of structural assumptions is to undertake comparison with other models and to explain and justify any differences.\textsuperscript{10} Another is to use experts to comment on the assumptions used in the model.\textsuperscript{11,19} Finally, it should be noted that some of the guidelines imply that Markov-type models will be the rule in cost-effectiveness analysis. Although these models are widely used, part of the process of structuring a model involves assessing whether other types of model such as discrete event simulation models would be more appropriate.\textsuperscript{25}

**Strategies/comparators**

A broad range of feasible strategies or comparators should be evaluated within the model\textsuperscript{7,11,13,14,19,21} and each option should be mutually exclusive.\textsuperscript{17} The choice of options may be based on reviews of the literature and/or expert opinion, and will include evidence from local treatment patterns, related clinical studies and clinical guidelines.\textsuperscript{11,14,15,19} However, options should not be limited to the availability of direct evidence from clinical trials or what represents current practice.\textsuperscript{7,13} Hay and Jackson\textsuperscript{22} recommend that the comparator should be a standard of care,\textsuperscript{22} although a single standard may not exist.

Interventions that are executed in the model, conditional on the results of a test, may also be included as first line interventions; for example, a see and treat policy.\textsuperscript{14} It is also suggested that the model should include extreme strategies\textsuperscript{7,11,14,21} even if they are clinically unrealistic. This is because they serve as useful anchor points against which all other strategies can be measured and provide a means of assessing the internal consistency of the model. No therapy, watchful waiting, prevention and screening options may also be relevant.\textsuperscript{15,21} Details should be given regarding the options included in the model, including the characteristics of the studies from which they are based.\textsuperscript{19}

There should be a balance between including the full range of feasible options (given the scope and perspective of the model) and the need to keep the model manageable (within the time and resource constraints)\textsuperscript{7,13} interpretable and research based.\textsuperscript{13} However, it is important that the decision problem is not framed inappropriately by excluding a relevant comparator.\textsuperscript{9} Any assumptions and compromises that are necessary to satisfy the time and resource constraints should be transparent and justified.\textsuperscript{7}

**Model type**

The choice of model type should be appropriate for the decision problem and the intended use of the model.\textsuperscript{11} Most commonly found in the health technology assessment modelling literature are tree structures or Markov models. In decision trees, the events of interest may happen only once and during some discrete period, with the timing of events only reflected by the outcome measure(s). Markov processes are particularly useful for modelling chronic diseases, or where exposure to risks is continuous and its likelihood changes over time.\textsuperscript{21,22} The chosen model type should involve the simplest structure that adequately reflects the time dependence of events being modelled and the complexity of the interaction of various consequences of each decision option within the specified scope of analysis.\textsuperscript{7,11,19,21} The choice of model type should be justified: this can be achieved with a detailed description of the disease process and the prognoses of patients over time.\textsuperscript{15}

**Time horizon**

The time horizon of the model should be specified within a statement of the scope of the model\textsuperscript{7,11} and the analytical horizon should be justified.\textsuperscript{15} The analyst should distinguish between the length of treatment effect and the time horizon of the model.\textsuperscript{9} It should be sufficient to encapsulate all major clinical and economic outcomes\textsuperscript{19} and indicate when cost and effect differences between options are stable.\textsuperscript{7} However, it is recognised that this is an output of the model rather than an a priori specification.\textsuperscript{7} The time horizon will depend on the clinical area in consideration\textsuperscript{19} and should match that of the actual process being considered in the analysis.\textsuperscript{21}

For pharmacoeconomic studies, the time horizon should encapsulate the duration of time for which a drug can be expected meaningfully to impact on the patients’ health (morbidity and mortality).\textsuperscript{22} In general, the model should extend far enough into the future to be able to reflect important and valued differences between the options included.\textsuperscript{13} Lifetime horizons are appropriate for most models,\textsuperscript{7,13} in particular Markov models.\textsuperscript{15} For
decision tree models, the time horizon is usually from onset of treatment until recovery or death.\textsuperscript{15} Shorter horizons can be justified for some disease processes or interventions\textsuperscript{2} on the basis of no differences in survival or long-term chronic sequelae between options.\textsuperscript{13} The lack of long-term follow-up data should not be used as a rationale for failing to extend the time horizon of the model to the period relevant for the decision.\textsuperscript{13}

**Health/disease states**

The guidelines vary in their use of the terms ‘health’ and ‘disease’ states to describe the states that may be used in a state transition model, such as a Markov-type model.

The health states used in the model should be described and justified.\textsuperscript{7,15,19} Both Nuijten and colleagues\textsuperscript{15} and ISPOR\textsuperscript{13} describe how health states can be defined according to the underlying disease or observable health states/local treatment patterns,\textsuperscript{13,15} but ISPOR\textsuperscript{13} describe how structural bias is avoided by modelling underlying disease status and calibrating outputs to data on observable clinical status. Sculpher and colleagues\textsuperscript{7} state that disease states should be chosen to reflect the underlying biological process of the disease in question and the impact of interventions, rather than health service inputs, because the model should reflect accepted theory/clinical classifications of disease.\textsuperscript{7}

There are no strict rules for the appropriate number of health states, but the chosen structure should be sensitive to changes in the underlying disease while remaining manageable. Reasons to include additional subdivisions of health states may be based on their clinical importance or their relation to mortality, quality of life or cost. Health states that may not be considered clinically important may still be important to include for these other reasons. Likewise, the inclusion of health states that do not affect the models’ results may be included for face validity reasons.\textsuperscript{13} It is recognised that the number and choice of health states will be a trade-off between descriptive realism and simplicity, but any choices that are made should be justified.\textsuperscript{7} However, states should not be omitted because of lack of data.\textsuperscript{7,13}

**Cycle length**

There is little guidance regarding the methodology for determining the appropriate choice of cycle length in a discrete time state transition model. It is reasonable to argue that multiple changes should not occur within a single cycle,\textsuperscript{13} but ISPOR\textsuperscript{13} does not indicate the ‘changes’ to which it refers. Nuijten and colleagues\textsuperscript{15} describe how cycle length can be determined by the nature of disease or local treatment patterns, whereas Sculpher and colleagues\textsuperscript{7} argue that cycle length should be based on the nature of disease. The cycle length should be the minimum interval over which the pathology or symptoms of the patient are expected to alter.\textsuperscript{7} They argue that basing a cycle length on clinical review times is inappropriate because finding the optimal length of follow-up or review should only be one aspect of the options evaluated by the model. Data availability should not govern the chosen cycle length,\textsuperscript{7} and it is important that the chosen cycle length is justified.\textsuperscript{7,13,19}

**Parsimony**

Most experts agree that a model should be as simple as possible to address adequately the decision problem.\textsuperscript{7,8,11,13} However, Buxton and colleagues\textsuperscript{9} argue that the principal reason for parsimony is that it facilitates understanding by decision-makers, and that the level of simplicity will depend on the sensitivity of the policy implications to added complexity.\textsuperscript{9}

The model should only introduce variables and structural components that are relevant to the scope of the model,\textsuperscript{8,11} while ensuring that the essential features of the disease and interventions over time are included.\textsuperscript{7,13} Theoretically possible but non-observable branches should not be developed.\textsuperscript{11}

Simplifying assumptions are almost inevitable in models owing to constraints on time and resources. However, it is important that the simplifications that are made are described in detail and justified on the basis that they will not materially affect the results of the model.\textsuperscript{13} ISPOR\textsuperscript{13} suggests a structural sensitivity analysis that uses a less aggregated model to test this. Necessary model complexity may change over time, as more data become available.\textsuperscript{11}

**Data**

Data issues are categorised into three broad sections: data identification, premodel data analysis and data incorporation. In addition, guidelines relating to the appropriate assessment of uncertainty have been separated out. The majority of previous guidelines make general statements about data issues,\textsuperscript{8-10,13,17,18,20-22} and a few make recommendations that are specific to particular elements of data identification or premodel data analysis.\textsuperscript{7,11,13,19} In summarising
the evidence, an attempt has been made to separate the general advice from the specific.

**Data identification**

Both Akehurst and colleagues\(^8\) and Weinstein and colleagues\(^20\) describe how the data used in the model should be consistent with available and appropriate information.\(^8,20\) However, they offer no guidance regarding how to identify what is available or appropriate for the model. Halpern and colleagues\(^11\) extend this argument and describe a top–down approach to data identification, starting from those of the highest quality such as epidemiological studies, randomised controlled trials (RCTs) or prospective naturalistic studies.\(^11\) Others also explain how data should come (where possible) from well-designed\(^18,19\) or high-quality\(^17\) studies, but are not explicit in what they mean by these terms.

The quality and relevance of all data, including trial data, identified for the model, and the potential for, and likely direction of, bias must be assessed.\(^10,11,15,19\) Soto\(^19\) recommends that recognised rules for assessing the quality and reliability of meta-analyses and experimental and observational studies should be used in assessing data inputs\(^19\) and makes reference to several guidance documents. Halpern and colleagues\(^11\) offer detailed guidance for the assessment of prospective data. They offer evaluation criteria, and recommend that assessments be made with regard to availability of those data (i.e. whether they were published in a peer review journal), sample size, period (duration) and frequency of data collection, the degree of patient follow-up, patient population characteristics and methods of data collection.

Halpern and colleagues\(^11\) state that, when trial-based data are used, all relevant trials should be used, and that the use of subsets requires justification. They also describe how clinical trial data should not always be regarded as the gold standard for modelling. With regard to retrospective data, they\(^11\) provide specific guidance and recommend that the completeness of a retrospective data set should be assured before use. This should include assessment of the patient population comprised in the data set and the potential of bias, and assurances that specific data points are not systematically missing.

Where no data are identified for particular parameters, expert opinion is a legitimate source of information for the model. However, it is important that the identification and methods used to elicit expert opinion are documented clearly.\(^7,15,17,19\) This should include details of the inclusion criteria for experts, sample size, the types of questions asked, the method for data collection and number of iterations. The selection of experts should be based on individuals with substantial credibility in their fields who are likely to be opinion leaders, and they should come from a variety of practice settings and geographical locations.\(^11,19\) Where individuals’ opinions are sought, structured workbooks, which contain existing information and closed-ended questions, are recommended.\(^11\) Group interviews should contain between five and eight experts.\(^11\) Delphi, modified Delphi or nominal group techniques have been recommended.\(^11,13,15\) Soto\(^19\) suggests that a definition of consensus should be determined before expert opinion is sought, and explains how parameter estimates should be based on majority as opposed to individual opinion. However, it is important that a consensus opinion is not forced because there may well be genuine variability in opinion, based on experts’ own experiences, which should be incorporated into the model.\(^7\)

Soto\(^19\) recommends that the values derived from expert opinion should be validated. However, the validity of experts’ opinions cannot be ascertained without data against which to compare it.\(^11\) Tests for face validity to ensure clarity and completeness are useful.\(^11\)

Methods used to determine the units of healthcare utilisation should be described\(^19\) and decisions regarding appropriate cost estimates should be based on a sound rationale.\(^22\) Resource utilisation data derived from trials may not be generalisable and it is advised that real clinical practice data are used where possible.\(^19\) Retrospective data are a common source of resource utilisation estimates and it is important to ensure that the patient group matches patients in general in order to improve generalisability.\(^19\) Standard sources such as, in the UK, the Monthly Index of Medical Specialties, British National Formulary (BNF), the Chartered Institute of Public Finance and Accountancy (CIPFA) and NHS Reference Costs represent a useful starting point.\(^11\)

Any trade-offs that are made in terms of, for example, appropriateness of study population versus study design should be documented\(^10\) and any choices that are made should be justified.\(^13\) Hay and Jackson\(^22\) recommend that, where choices are made, conservative values of all parameters should be chosen for the base case. However, it may not be possible to evaluate empirically the implications of choosing one combination of data.
over another.\textsuperscript{10} The process of gathering all information should be documented explicitly, including any primary data collection methods and search criteria used.\textsuperscript{11,15,17,19}

It is important to recognise that the identification of best available data for every parameter within the model may not represent a good use of resources.\textsuperscript{7} ISPOR\textsuperscript{13} recommends that a full systemic review should be carried out for key parameters of the model and that all known data should be incorporated for these key parameters, including those that fall short of the conventional thresholds of statistical significance. The group does not, however, define what they mean by ‘key’ parameters.

The notion of the relative importance of parameters is described in McCabe and Dixon’s\textsuperscript{10} work. They describe how the relative importance of one data source over another is not constant and that hierarchy of data should be secondary to the identification of a hierarchy of parameters within the model. Whether acquiring all existing data for all parameters is a good use of resources or not is an empirical question, and the model itself can be used to determine the optimal data to incorporate.\textsuperscript{7} A case should be made for all reasonable opportunities to obtain new data prior to modelling to have been considered.\textsuperscript{13} In this context, reasonable means that the cost and delay in obtaining further information are justified by the added value of the additional data.\textsuperscript{13} Models should be repeatedly updated and/or abandoned and replaced as new evidence becomes available to inform their structure or input values.\textsuperscript{7} A model that has been shown to be consistent with subsequent evidence, but has not been revised to incorporate such evidence, should be abandoned until such a process is undertaken.\textsuperscript{13} If there are several iterations of the model, each of which incorporates new evidence deemed cost-effective to collect and incorporated by an earlier version of the model, the optimality of data inputs is justified.\textsuperscript{7} However, such formal methods are not expected to be used\textsuperscript{13} and in current practice there is rarely a series of models.\textsuperscript{7} It is sufficient to give a heuristic argument as to why the data identified for the model are optimal.\textsuperscript{13} It should be clear that all sources of information that are available at relatively low cost in terms of researcher time have been searched for and that the most appropriate parameter values have been used.\textsuperscript{7}

The accuracy of the results of a model will be limited by the accuracy of the data incorporated.\textsuperscript{18} However, this is not a limitation of modelling studies in isolation, and no model should be criticised because the data fall short of scientific rigour.\textsuperscript{7,13} It is, therefore, important that the results of models are reported conditional on their input data.\textsuperscript{13}

**Premodel data analysis**

This relates to the mathematical and statistical processes that are undertaken to transform the data identified for the model into a form that can be incorporated into the model.\textsuperscript{13} All premodel data analysis methodology should be disclosed and justified by providing evidence of its general acceptance or empirical validity.\textsuperscript{13} In general, the process of data analysis should follow accepted methods of epidemiology and statistics such as meta-analysis.\textsuperscript{7,13} It is important that sensitivity analysis is performed to assess the implications when alternative but equally defensible modelling approaches may lead to materially different results. However, the base-case analysis should relate to assumptions where there is most support.\textsuperscript{13}

Several specific issues relating to premodel data analysis have been discussed in previous guidelines, each of which is detailed below.

**Data synthesis**

Data should be pooled using recognised techniques such as random effects meta-analysis.\textsuperscript{7,11,13,17} The process should be carried out in a rigorous and systematic fashion and incorporate all relevant literature.\textsuperscript{11}

**Discounting**

When the model relates to a longer time-frame, both costs and benefits should be discounted to present values.\textsuperscript{11,22} Halpern and colleagues\textsuperscript{11} and Hay and Jackson\textsuperscript{22} additionally recommend that both costs and benefits should be discounted at the same rate, with alternative assumptions explored through sensitivity analysis.

**Analysis of trial data**

Where direct trial data are available for incorporation into a model, the data should be analysed at the patient level if at all possible.\textsuperscript{22} All trial recruits should normally be included in the analysis [i.e. intention to treat (ITT) analysis as opposed to therapy results] and the generalisability of these types of data should be discussed.\textsuperscript{11,22}

**Deriving estimates of absolute treatment effect/adjusting absolute treatment effect for variation in baseline events**

It is often appropriate to derive relative risks (or odds ratios) between treatment options in trials...
and then to superimpose these onto baseline probabilities derived from other sources (which are usually population based).13

**Transition probabilities**

It is important that transition probabilities are derived appropriately when they are based on probabilities estimated over an interval other than cycle length. This involves manipulation first into a rate, and then into a probability corresponding to the cycle time used in the model.7,13 The methods used should be documented.15

When transition rates or probabilities depend on events or states that may have been experienced in periods, this dependence should be modelled. This may be achieved either by incorporating a clinical/treatment history into the specification of the health states or by including history as a covariate in specifying the transition probabilities.13

**Mortality**

All-cause mortality should be derived from life tables unless an alternative source can be justified. It is not generally necessary to correct all-cause mortality for disease-specific mortality unless the disease represents a significant part of all-cause mortality.13

**Extrapolation**

The methods and assumptions that are used to extrapolate short-term results to final outcomes (e.g. trial-based intermediate outcomes to survival) should be documented and evidence should be provided that the methodology is valid.16,19 This should include justification of the choice of survival function (e.g. exponential or Weibull forms).13 All-cause mortality should generally be derived from life tables (see above).13

**Risk factors**

Evidence supporting the additive or multiplicative effects of risk factors on baseline probabilities or rates of disease incidence or mortality should be sought.13

**Utility**

The source of utility weights, methods used to obtain them and methodology used to transform health state estimates into quality of life scores should be documented.11,12,16,17,19,21

ISPOR recommends that combining domain-specific utility weights into multiattribute utility functions should be undertaken using validated health-related quality of life instruments, which have prespecified scoring systems based on standard gamble or time trade-off techniques.13 Guidance from Halpern and colleagues11 and Ramsey and Sullivan17 relates to the primary collection of utility data. Halpern and colleagues11 approach their guidance from a theoretical perspective, and suggest that, in general, standard gamble questions should be asked of non-healthcare personnel (patients or informed public), but that the most appropriate approach will depend on the condition and intervention under study.11 Ramsey and Sullivan17 provide guidance for clinical readers of modelling studies and describe how the credibility of utility estimates might be judged on:17

- the size of the sample from which the utility values are derived
- whether the utility weights match the readers’ own clinical experience with similar patients
- whether the estimates are conservative (chosen to bias the outcome away from the new option).

Sonnenburg and colleagues21 describe how outcomes should incorporate quality of life, and how the utility structure should contain all the relevant attributes,21 but offer little in terms of appropriate methodology.

**Charges and costs**

It is important that the costs used in the model represent the value of resources rather than what is charged for them.17 The methods used in transforming charges to cost should be explicit.

**Adjustment over time/between countries**

Adjustment for inflation should be based on the consumer price index, its healthcare components or one or more of its subcomponents, such as services or equipment. The choice between these will depend on whether the resource being costed is best represented by a general market basket or a healthcare market basket (ISPOR13). Purchaser power parities are the appropriate method for adjustments between countries.13

**Half cycle correction**

In state transition models with discrete time intervals, the model should include a half-cycle correction to adjust for the implicit bias of assuming that transitions are occurring at the end or beginning of the cycle.7 This is most important when the difference in (quality-adjusted) survival between options evaluated in the model is less than the equivalent of one cycle.13
Data incorporation
In incorporating data into the model, measurement units, time intervals and population characteristics should be mutually consistent. All data should be evaluated in terms of their appropriateness to the purpose of the model and their comparability with other data sources. The use of the data should be justified, and should include an assessment of the importance of the parameter in addition to assessment of the importance of the value used. It is important that justification is given for any choices made, such as the reasons for choosing certain data over others. Any differences between the data inputs of different models should be explained and justified.

The analyst must make clear the source of all data and values used in the model and any assumptions that are made. This will include event probabilities, healthcare resource utilisation (it is important to separate resource utilisation associated with different treatment pathways and justify how resource utilisation data are allocated to health states), utilities (including method of collecting utilities) and unit costs. The inclusion of indirect (productivity) costs will depend on the condition being modelled, the perspective of the model and the intended audience. If indirect costs are included in the model, however, the source and values used must be specified clearly.

The strengths and weaknesses of each data source (including inherent biases) should be described in sufficient detail for the reader to be aware of the type of the data source. In particular, the reader should be able to distinguish between data that are collected from randomised studies and softer data such as expert opinion. Where data come from trials, details of the results of the trial and of the study design, such as follow-up period and patient characteristics, should be given.

It should be clear which data are being used for the base-case analysis. The range of values used in sensitivity analysis should also be present. The methods used to determine the range of values should be justified.

Data can be incorporated into the model as point estimates, or as a distribution. There is disagreement as to the appropriate method for incorporating data, and the method of data incorporation will be influenced by how the analyst evaluates parameter uncertainty within the model (see below).

Assessment of uncertainty
Uncertainty is ubiquitous in all health technology assessment decision models. The dimensions of uncertainty have been described elsewhere but, within modelling, researchers have tended to distinguish between parameter, and structural and methodological uncertainty, all of which require assessment. Two exceptions in the guidelines are from Buxton and colleagues and Eddy, who both describe how uncertainty should be explored via sensitivity analysis but do not specify the types of uncertainty that may be relevant to be addressed in this way.

Structural
The limitations of the evidence supporting the chosen model structure (the mathematical form in which parameter values are combined) should be acknowledged and a sensitivity analysis using alternative model structures should be performed. No proven method exists to evaluate these structural uncertainties except to compute cost-effectiveness estimates for each alternative structural assumption and to examine the appropriateness of the results. A structural sensitivity analysis using a less aggregated form may provide reassurance that the structural assumptions do not materially affect the model’s results.

Methodological
Although this is an area of uncertainty that should be addressed, just one guideline has explained...
how methodological uncertainty, such as that associated with the appropriate discount rate, should be assessed by running the model with alternative discounting assumptions.\textsuperscript{11}

**Parameter**

The principal focus of uncertainty in guidelines has been on parameter uncertainty. In addressing parameter uncertainty, it is important to distinguish between uncertainty resulting from the process of sampling from a population, and heterogeneity.\textsuperscript{7} Where parameter estimates differ between patient subgroups, this should be described as heterogeneity, and analysis should be undertaken for the different subgroups individually.\textsuperscript{7} The results of the decision model, therefore, should reflect differences between alternative patient subgroups in terms of treatment and management pathways and disease progression,\textsuperscript{21} and it is important that modelled subgroups are disaggregated according to strata that have different event probabilities, quality of life or costs.\textsuperscript{13,19} This is particularly important when recurrent event rates over time are correlated within subgroups.\textsuperscript{13} The inclusion of alternative unit cost data can be regarded as a specific case of heterogeneity.\textsuperscript{7} Halpern and colleagues\textsuperscript{11} describe this as an adaptation of the model to a different setting.

The parameters for which sensitivity analyses are undertaken are a matter of judgement for the analyst.\textsuperscript{13} Some suggest that parameters with the greatest level of uncertainty, such as those derived from expert opinion or those with greatest influence on the model outcomes, should be subjected to sensitivity analysis,\textsuperscript{11,19} whereas others suggest that it should be the key clinical variables and the main cost drivers.\textsuperscript{15,17} A clinician interpreting the results of the sensitivity analysis of a model may want to ensure that all clinically important variables have been subjected to sensitivity analysis and that the best/worst case scenarios tested meet or exceed expectations.\textsuperscript{17} Nevertheless, the parameters and the values chosen for the sensitivity analysis should be presented and justified.\textsuperscript{11,13,15,19}

There is disagreement about the most appropriate approach to exploring parameter uncertainty. Parameter uncertainty can be addressed by univariate, multivariate or probabilistic sensitivity analysis, analysis of extremes, joint confidence intervals, bootstrap techniques or Monte Carlo simulation.\textsuperscript{14,15,22} ISPOR\textsuperscript{13} recommends either deterministic or probabilistic sensitivity analysis and suggests that, where cohort simulation is used, probabilistic sensitivity analysis can be performed.\textsuperscript{13} The group also explains that, if first order Monte Carlo simulation is used, evidence should be provided to show that random simulation errors are smaller than the effect sizes of interest.\textsuperscript{13} Likewise, Monte Carlo simulations should be carried out with fixed random number seeds to minimise random simulation error.\textsuperscript{13} Soto\textsuperscript{19} recommends univariate analysis of key variables in the model to identify circumstances where the value of each variable has an important impact on results, but goes on to say that the appropriate approach to handling the uncertainty associated with multiple parameters is to undertake multivariate sensitivity analysis.

Halpern and colleagues\textsuperscript{11} suggest that multivariate sensitivity analysis should be performed, thereby providing evaluation of a broader range of uncertainty than unidimensional analysis, but only on correlated parameters. They suggest that interpretation of independent modifications of uncorrelated parameters is difficult. Sculpher and colleagues\textsuperscript{7} describe how parameter uncertainty can be reflected directly in the model by making the parameters random variables and incorporating a distribution as opposed to point estimates, but point out that the distributions used should be justified. Sonnenberg and colleagues\textsuperscript{21} describe how parameter uncertainty is best represented using a probability distribution and Monte Carlo simulation rather than a point estimate, but point to difficulties in the interpretation of their results. Hay and Jackson\textsuperscript{22} agree that there is controversy over the value of probabilistic sensitivity analysis.

If probabilistic analysis is undertaken, care should be taken to ensure that the interdependence between parameters is reflected in joint distributions,\textsuperscript{13} and that it is second order uncertainty that is reflected.\textsuperscript{7} The preferred method of obtaining input distributions is to use posterior distributions from formal meta-analysis and Bayesian analysis, but practical considerations may lead to the use of expert opinion.\textsuperscript{13}

The most important reason for performing sensitivity analysis is to determine whether it would be worthwhile to seek better data for future decisions.\textsuperscript{11,18} Recommendations for the conduct of future design of research to obtain further data can be based on informal interpretation of the implications of sensitivity analysis or formal value of information techniques.\textsuperscript{13} Formal value of information analysis will determine optimal data to incorporate quantitatively\textsuperscript{7} by balancing the
decision-making costs and consequences of obtaining and waiting for better data with the costs and consequences of synthesising currently available data to inform that decision.20

Consistency

Methods by which the validity or consistency of a health technology assessment decision-analytic model should be assessed have been a subject of debate among experts. As Eddy18 commented in 1985, “There is no simple and universally applicable procedure for validating a model. Each case must be considered by itself.” Because a gold-standard test for validity of outcomes rarely exists, assessment of the structure and inputs to the model, as well as the outputs, is required.10 Methods for assessing the consistency of a model have been split into four intersecting groups: internal consistency, external consistency, between model consistency and predictive validity. Each of these groups is detailed below.

Internal consistency

The practical model should behave as the theoretical model predicts.11,21 Sonnenberg and colleagues21 describe some common errors that can form a set of rules by which the model can be critiqued from the perspective of structure and programming:

- invalid model syntax
- conditioning of an action on an unobservable event
- violations of symmetry
- failure to link variables
- failure to apply consistent bias
- incorrectly modelling the results of a diagnostic test
- incorrectly modelling a treatment.

Habbema and colleagues14 and Halpern and colleagues11 also discuss model symmetry, but do not suggest that violations from symmetry are always errors; rather, that they should be considered carefully because they may indicate errors. Habbema and colleagues14 describe two types of symmetry, both of which require consideration:

- physiological symmetry: parts of the decision tree that relate to a patient’s underlying physiology should be symmetrical because actions cannot affect the possible states of nature that may occur
- complications symmetry: morbidity, mortality or costs that can accrue from one action in one context can also accrue from the same action in another context.

The issue of consistent bias has also been raised in more recent guidelines. Halpern and colleagues11 argue that the optimal outcome cannot be determined a priori, so the direction of bias cannot be set during the model development. They suggest that all inherent biases are logged and discussed in terms of both their direction and their likely impact on outcome.

Models should only be used after careful testing to ensure that the mathematical calculations are accurate and consistent with the specifications of the model, and that data have been incorporated appropriately.7,10,13,20 The model should be mathematically well defined for all combinations of parameter values specified as feasible, and no such values should result in inconsistencies in the mathematical logic of the model.9 Simple tests include ensuring that all probabilities lie between zero and one19 and that outcomes following chance nodes sum to one.11,17,19 The model should be able to match the data it used to estimate parameters, and failure to do this strongly suggests that the structure of the model is faulty.18

Sensitivity analysis using extreme or null values can be used to determine whether the model is behaving appropriately.7,11,13,16,20,21 Likewise, the model can be rebuilt in a second software package and the results can be compared.7,16 Any incongruities or departures from expected results must be investigated and explained or rectified. They may indicate errors in the model, or reveal a new insight.21

External consistency

The model should demonstrate face validity; its results should be amenable to intuitive explanation10,13,16,19,20,22 and its structure should make intuitive sense.11 The structure and incorporated data should be consistent with appropriate information and the outputs of the model should be assessed in relation to best available evidence.8,13,20,22 Such calibration data should be independent from data used to populate the model.13,17,18,20 Buxton and colleagues9 describe how the analyst should validate the model by assessing the level of agreement with the results of intervention studies, and Nuijten and colleagues15 state that the results should be compared with other studies or expert opinion. However, it is unlikely that data will exist to compare the results of the model,11 and there will always be an inevitable trade-off between using all available evidence for the model’s development and having independent data against which to compare the model output.16,18
McCabe and Dixon\textsuperscript{10} suggest that it may be appropriate to compare the final outputs of the model with prospectively collected data, but it is more likely that intermediate outputs of the model can be compared with independent data\textsuperscript{10,11} such as the time in particular health states.\textsuperscript{7} Any differences should be explained and justified.\textsuperscript{10,15} It is important to note that other data will have been collected for different reasons than the development of a model, so lack of convergence of these data should not automatically lead to rejection of the model.\textsuperscript{7} Models should also not be criticised if an opportunity for independent calibration data does not exist. They should be open to criticism if independent data do exist and the model has not been calibrated against them, or the two have been compared and the model is not consistent with the data.\textsuperscript{11} It is likely that the process of calibration will be iterative and, in reporting methods of calibration, analysts should be explicit in their approach.\textsuperscript{20} The model should be subject to peer review to ensure that it is what it claims to be.\textsuperscript{20,21}

**Between-model consistency**

One approach to validating a model is to compare its results with those from other independent models that have addressed the same question.\textsuperscript{7–11,13,15,16,19,21} The models should be developed independently from one another to allow such between-model corroboration.\textsuperscript{13} The extent to which the alternative models reach different conclusions should be explained and justified.\textsuperscript{7,10,13,15,16} However, as different models are developed at different points in time, lack of convergence of model results should not lead to automatic rejection,\textsuperscript{7} but modellers should be able to explain why their model reaches different conclusions to other models of the same disease and question.\textsuperscript{20}

**Predictive validity**

Some guidelines suggest that a model should demonstrate predictive validity\textsuperscript{16,19,22} and that the best way to validate a model is to carry out a prospective study to ascertain that the results are similar.\textsuperscript{19} Others have said that tests for predictive validity are valuable but not essential.\textsuperscript{13,20}

Others have argued that models are intended to aid decision-makers and not necessarily to predict the future; therefore, it is inappropriate to expect predictive validity.\textsuperscript{7,20} As Sonnenberg and colleagues\textsuperscript{21} note, validity in the context of decision models refers to the ability of the decision model to recommend optimal decisions. Short of a clinical trial of a decision model, the validity of the recommended decision cannot be assessed because, \textit{ex ante}, there is no gold standard for the quality of the decision.

Comparing the outcomes predicted by the model for a new and previously unobserved programme with the actual outcomes of the programme once it is implemented may be meaningless, as the actual programme may be implemented under different conditions to those assumed in the model.\textsuperscript{18} It is inappropriate, therefore, to expect a model to predict the future accurately because it can only incorporate the data available at the time the model is brought to bear on the decision.\textsuperscript{7,20}

The criteria for determining whether tests for predictive validity are required depend on the benefits in terms of improving the model for decision-making and the costs of delaying the flow of information while obtaining additional data.\textsuperscript{13,20} A model should not be criticised for failing to predict the future, but should be amenable to respecification and recalibration as new data become available.\textsuperscript{7,13} It is not necessary that every data point or structural assumption in the model is validated in prospective study, because results should be reported conditional on input data.\textsuperscript{13}

**Conclusions**

It is important to note that guidelines relating to specific disease areas were not included in this review. Although the possibility that this exclusion will result in some useful material having been missed cannot be ruled out, it is unlikely that much of this would have been useful to a general health technology assessment audience.

This chapter has described the range of attributes for decision-analytic models in health technology assessment described in the literature. These have been grouped under the general themes of structure, data and consistency. In some areas these guidelines present a consistent message; for example, the need to be explicit in presenting an analysis. In other areas, the attributes presented in different guidelines conflict; for example, the extent to which the structure of, and data inputs within, a model should be determined by the data available. Chapter 3 attempts to synthesise these guidelines and to provide a checklist that can be used as a framework for critical appraisal.

Several issues are not currently addressed within the available guidance. These include literature searching for parameter estimation in decision...
models and adjusting for bias in treatment effect estimates from observational studies used in decision models. These two specific aspects are considered further in Chapter 4. Other issues include methods for evidence synthesis, appropriate extrapolation methodology and adjusting model parameters between jurisdictions. Key references relating to these areas can be found in Appendix 7.
Chapter 3

Development of a best practice guideline

The purpose of this chapter is four-fold. First, it provides a best practice guideline in decision modelling for cost-effectiveness analysis. This is done under the main themes that have emerged in the literature and incorporates much of the evidence available from the systematic review of best practice guidelines reported in Chapter 2. That review has shown that some attributes of good practice are contradictory to others. Given the need to come up with a consistent guideline, decisions have been taken on the most appropriate attributes. Where aspects of published guidelines have been rejected, this is explained and justified.

Second, to provide a practical framework for critical appraisal, a checklist has been constructed using the statements of best practice. Third, to assess how comprehensive and useful this checklist is, it has been applied to three recent decision-analytic models that have been developed for the NICE technology appraisal process (case-study models). Finally, to assess the potential value of the synthesised checklist in general, and for the specific purpose of guiding quality assessment for the NICE technology assessment process, an Expert Advisory Group (EAG) was convened. The group’s role was to advise on all elements of the project. In particular, it had an important role in the final element, which related to the implications of this research for what might be expected of future decision-analytic models relating to the NICE technology assessment process. The EAG was drawn from users (in particular NICE and the TAR groups) and methodologists in the field. The EAG was not involved in the production of the report in any way.

Developing the synthesised guidance

Using the summary of guidelines developed in Chapter 2, a statement of best practice was developed. Each theme and subtheme was taken in turn, and its relevance was discussed in relation to the development of general guidelines for decision-analytic modelling in health technology assessment. Areas of guidance that were relevant to economic evaluation in general, rather than decision-analytic modelling specifically, were omitted. Where previous guidelines were contradictory, a consensus decision was taken by the research team regarding the most appropriate item for the synthesised guideline. A checklist was constructed from the synthesised guideline, using the suggested headings and statements. This checklist was then applied to three recent decision-analytic models undertaken as part of the NICE appraisal process and fully reported in detail in a publicly available Technology Assessment Review (TAR). The models have been chosen to reflect the variation in structure of decision-analytic models undertaken as part of the NICE process. This element of the study sought to ascertain whether a checklist of best practice is useful in establishing the quality of a model.

Statements of good practice

It should be emphasised that the statements below are specific to decision-analytic modelling in economic evaluation and do not cover more general attributes of good practice in economic evaluation such as those published in other guidance, unless those attributes may be expected to influence the modelling process, for example, time horizon.

Structure

The structure of the model relates to the definition of pathways and/or events, their sequencing and the causal relationships between them.

Statement of decision problem/objective

- There should be a clear statement of the decision problem prompting the analysis. This should include details of the disease or condition under evaluation, the patient group and the diagnostic and/or treatment pathways.
- The objective of the evaluation (e.g. the maximand) and of the model should be defined. These should be consistent with the stated decision problem.
- The primary decision-maker should be stated clearly as this will have implications for the choice of relevant data.
It is not necessary to state the type of economic evaluation that will be undertaken as the type of evaluation will be implicit from what is reported about the model (i.e. perspective, time-frame, outcomes, etc.).

**Justification of the modelling approach**
- It is unnecessary to provide justification for choosing a modelling framework per se. This is because a model is simply an analytical framework with the purpose of synthesising the relevant evidence that is available at a particular point in time, and bringing this to bear on the particular decision problem under consideration. It can be argued that most, if not all, economic evaluations include some form of modelling.
- Decisions have to be made regardless of data availability. For this reason, the statement that models can only be developed when alternative interventions, outcomes and probabilities can be specified or estimated (as suggested by Halpern and colleagues) would be unhelpful in a synthesised guideline.
- Some previous guidelines have argued that there are other study designs (e.g. trials) that are superior to modelling studies. However, trials are sources of data, rather than an analytical framework as such, and most trial-based economic evaluations require some form of additional modelling to address the decision problem.
- The statement about the decision problem should justify the modelling approach and the key features of the model. These include the time horizon, disease states/pathways and data inputs (see later statements).

**Statement of scope/perspective**
- The perspective of the model, in terms of which costs and consequences are considered relevant, should be stated clearly, and the model inputs should be consistent with that stated perspective and overall objective.
- The choice of appropriate perspective is a judgement that will often depend on the ultimate audience. A guideline relating to decision-analytic modelling for health technology assessment in general should not be prescriptive about this choice. Clearly, guidelines from particular decision-making agencies (e.g. NICE) are likely to specify the appropriate perspective for their decisions.
- The scope of the decision model should be specified and justified. The model’s scope refers to its limits or boundaries. Some of these factors will be defined within the statement of the decision problem; for example, the patient group.
- Although data availability should not be an overriding factor in the development of the structure of the model, it is possible that data availability may need to refine a model’s scope.
- The outcomes estimated in the model should reflect the perspective and scope of the model and should be consistent with the objective of the evaluation.
- Arguments in the literature favouring final and/or lifetime outcomes over more short-term outcomes are appropriately part of general guidelines for economic evaluation. However, these need not be defined in a modelling guideline as the appropriate outcomes will be defined by the definition of the decision problem, and by the objective and scope of the model.
- Clinical events for which a difference between strategies is not logically or theoretically expected can be excluded. However, clinical events cannot be omitted purely on the basis of no statistically significant difference between groups, as has been suggested. This is because what constitutes ‘statistical significance’ is ultimately an arbitrary decision.
- The development of a model should be considered an iterative process, so clinical events should be included if they may be expected to differ in the future, when more data are available.

**Rationale for structure**
- The structure of the model should be consistent with a coherent theory of the health condition under evaluation.
- The treatment pathways (disease states or branches) should be chosen to reflect the underlying biological process of the disease in question and the impact of the intervention.
- The model structure should describe a series of causal relationships, and justifying those relationships will provide a rationale for the chosen model structure. In the case of assumptions being made, these should be transparent and justified (see below).
- All sources of data used to develop and inform the structure of the model (i.e. the theory of disease) should be described.
- The structure of the model should reflect the essential features of the disease/condition irrespective of data availability, although it is inevitable that absence of particular data may limit a model’s scope (see above).
- The structure should not be dictated by current patterns of service provision, as a change to
those patterns is what is being evaluated. However, the model should include one or more strategies that are representative of current practice.

**Structural assumptions**
- All structural assumptions should be transparent and justified and should be reasonable in the light of the needs and purposes of the decision-maker.
- Uncertainty associated with structural assumptions should be explored via sensitivity analysis (see section ‘Assessment of uncertainty’, p. 23).

**Strategies/comparators**
- There should be a clear definition of the options under evaluation. This should be included in a statement of the decision problem.
- All feasible and practical options relating to the stated decision problem should be evaluated. However, options should not be constrained by the a priori views of the decision-maker, such as those relating to outcomes, data availability or the constraints of current practice.
- There should be justification for the exclusion of a feasible option.

**Model type**
- The appropriate model type will be dictated by the stated decision problem and the choices made regarding the causal relationships within the model.

**Time horizon**
- A model’s time horizon should extend far enough into the future to reflect important differences between options.
- Lifetime horizons are appropriate for most models, but shorter horizons can be justified in some cases on the basis of there being no differences in mortality, long-term morbidity and cost between options.
- It is important to distinguish between the time horizon of the model and the duration of treatment effect. Both should be specified and justified.
- The lack of long-term follow-up data should not be used to justify a failure to extend the horizon of the model to the period relevant to the decision.

**Disease states/pathways**
- Here disease states relate to those used as part of the structure of a state transition model; these may be more appropriately defined as pathways in decision tree models.
- Disease states should reflect the underlying biological process of the disease in question and the impact of interventions.

**Cycle length**
- For discrete time models, the cycle length should be dictated by the natural history of disease. It should be the minimum interval over which the pathology or symptoms are expected to alter.
- Routine clinical practice with regard to follow-up should not determine the choice of cycle length.

**Parsimony**
- Parsimony relates to the complexity of the model, and statements relating to parsimony per se, such as those given in previous guidance, do not provide helpful guidance regarding the quality of a model.
- Model complexity is neither good nor bad. If a high level of complexity is required to model the disease adequately and to address the decision problem, then this should not be regarded as a weakness of the model.
- The level of complexity is determined by the elements of structure as described previously. So long as these have been described in sufficient detail, and reasonable justification provided, the level of complexity is acceptable.
- A distinction should be made between transparency and accessibility. The former relates to whether choices about structure and data are explicit and clear in a model. The latter is concerned with the ease with which the model can be changed and alternative results generated. There should be no compromise in the development of a model simply to make it accessible to non-specialists.

**Data**
This section relates to the data that are identified, preanalysed and incorporated into the model.

**Data identification**
- Methods for identifying data should be transparent.
- It should be clear that the data identified are appropriate given the objectives of the model.
- There should be justification about any choices that have been made about which specific data inputs are included in a model.
- It should be clear that particular attention has been paid to identifying data for those parameters to which the results of the model are particularly sensitive. Identification of all available data for every parameter may not represent the best use of research resources.
There should be a description of the quality of the data identified for use in the model. Where expert opinion has been used to estimate particular parameters, sources of opinion and methods of elicitation should be described. Given that decision models should appropriately assess uncertainty in parameters, enforcing consensus in expert opinion (e.g. using standard Delphi methods) is inappropriate.

Premodel data analysis
Here, premodel data analysis relates to the analysis of data before they are incorporated into a decision model.

- All methodology should be described and based on justifiable statistical and epidemiological methods.
- There are numerous data analysis issues relevant to decision models, and it is not possible to cover each of these in a general guideline. However, some are useful as a series of examples that relate to particular types of data. These are detailed below.

Baseline data
- Baseline probabilities may be based on natural history data derived from epidemiological/observational studies or relate to the control group of an experimental study.
- Rates or probabilities based on intervals, which differ from the cycle length, should be transformed into transition probabilities appropriately.
- If there is evidence that transition probabilities may vary, this should be reflected in decision models. The use of time-dependent or constant transitions should be justified.
- If a half-cycle correction has not been used on all transitions in a discrete time state transition model (costs and outcomes), this should be justified.

Treatment effects
- Relative treatment effects derived from trial data should be synthesised using recognised techniques such as random/fixed effects meta-analysis.
- The methods and assumptions that are used to extrapolate short-term results to final outcomes (e.g. trial-based intermediate outcomes to ultimate health effects) should be documented and justified. This should include justification of the choice of survival function (e.g. exponential or Weibull distributions).
- Assumptions regarding the continuing effect of treatment once it has ceased should be documented and justified. If evidence regarding the long-term effect of treatment is lacking, alternative assumptions should be explored through sensitivity analysis.

Costs
- Costs incorporated into the model should be justified and the sources of these data should be described. Methods should accord with standard guidelines for costing within economic evaluation.
- Discounting methods should accord with general guidelines for economic evaluation. In many instances, specific discount rates are likely to be defined by the relevant decision-maker.

Quality of life weights (utilities)
- Utilities incorporated into the model should be appropriate for the specified decision problem.
- Sources of utility weights and methods used to derive them should be justified and referenced appropriately.

Data incorporation
- All data incorporated into the model should be described and sources detailed.
- The sources of all data should be given and reported in sufficient detail to allow the reader to be aware of the type of data that have been incorporated.
- Although ideal, it is not always possible for the data incorporated into a model to be directly comparable (e.g. based on the same patient sample). Where data are not directly comparable, the choices and assumptions that have been made should be explicit and justified.
- Data can be incorporated into a model as point estimates or as distributions. It should be clear how this process has been undertaken.
- In the choice between a deterministic or probabilistic modelling approach it must be recognised that:
  - when a model is non-linear, an unbiased estimate of mean costs and effects can only be obtained by incorporating the uncertainty in mean parameter values directly through probabilistic analysis
  - the combined effect of parameter uncertainty is only truly reflected when data are incorporated probabilistically.
- If data have been incorporated as distributions as part of probabilistic analysis, the choice of distribution, and how the distribution has been defined, should be described. The choice of distribution should reflect the characteristics of the parameter. Given the need to quantify uncertainty in mean cost-effectiveness results,
distributions should reflect parameter uncertainty (e.g. uncertainty in mean inputs). This has been called second order uncertainty. Assumptions regarding the correlation between parameter values should be stated.

Assessment of uncertainty
- Modellers should distinguish between the four principal types of uncertainty detailed below. If a particular form of uncertainty has not been addressed, this should be justified.
- Modellers should use both probabilistic sensitivity analysis and scenario analysis to explore the various forms of uncertainty.

Methodological
- Methodological uncertainty relates to whether particular analytical steps taken in the analysis are the most appropriate (e.g. a fixed effect versus random effect assumption in data synthesis). This form of uncertainty should be handled via scenario analysis (e.g. running alternative versions of the model with different inputs).

Structural
- There should be evidence that structural uncertainties have been evaluated using sensitivity analysis.

Heterogeneity
- It is important to distinguish between uncertainty resulting from the process of sampling and from a population and variability due to heterogeneity (i.e. systematic differences between patient subgroups). The latter should be dealt with by running the model separately for different subgroups.

Parameter
- If data have been incorporated into the model as point estimates, univariate or multivariate sensitivity analysis should be used to express parameter uncertainty. The ranges used for sensitivity analysis should be stated and justified.
- Standard approaches to sensitivity analysis, such as varying one or more parameters at one time and examining the effect on the results, are limited as the choice of parameters to vary (and the range over which they are varied) is arbitrary.
- In addition to obtaining an unbiased estimate of the mean costs and outcome(s), probabilistic sensitivity analysis is the most appropriate method of handling parameter uncertainty because it facilitates the assessment of the joint effect of uncertainty over all parameters (see section ‘Data incorporation’, p. 22).

Consistency
Consistency relates to the quality of the model overall; that is, to the combination of structure, assumptions and data inputs.

Internal consistency
- There should be evidence that the internal consistency of the model, in terms of its mathematical logic, has been evaluated. That is, a change in a particular parameter value should have a predictable effect on results.
- Sensitivity analysis, using extreme or null values, can be used to assess internal consistency.
- One check on internal consistency is to programme the model using a second software package to check consistency with the first results.

External consistency
- The results of a model should make intuitive sense and any counterintuitive results should be explained.
- All relevant available data should be incorporated into a model. Data should not be withheld for purposes of assessing external consistency.
- Calibration data are those that have not been directly incorporated into a model but that can be compared with intermediate results of the model. Data useful for the calibration of the model will not have been directly incorporated into the model because such data are usually aggregated or represent intermediate outputs. For example, in developing a cervical cancer screening model, an intermediate output of the model might be the age-specific incidence of cervical intraepithelial neoplasia (CIN) III. National statistics relating to the incidence of CIN III can be compared with this model output. Such data will not have been directly incorporated into the model, although they may have been used in combination with other data to inform a particular element of the model such as a transition probability. Any major differences between calibration data and those from the model may not necessarily uncover a weakness in the model, but any differences should be justified.
- The results of a model should be compared with those of previous models and any differences should be explained.

Predictive validity
- There is no empirical validity test of a decision-analytic model. Models are not intended to predict the future, rather they are developed as
Aids to decision-making at a particular point in
time.

- A model should be amenable to respecification
  as more data become available.

Applying the guidance: the use of case studies

Background and methods

A checklist was developed (see Appendix 3), on the basis of the synthesised guideline defined above in terms of statements of good practice, which forms the basis of the resource available to those undertaking critical appraisal of decision models. The checklist was used as part of three case-study reviews to assess its value. These case studies are models that have previously been used within the NICE technology appraisal programme. The case studies were chosen on the basis that they represented alternative model types, addressed both preventive and acute treatments, covered different time-frames and had varying degrees of complexity. This exercise aimed to identify whether the checklist was useful in reviewing HTA decision models, and whether application of the checklist was consistent between reviewers.

The three models were:

- Payne N, Chilcott J, McGoogan E. Liquid-based cytology in cervical screening. A report by the School of Health and Related Research, University of Sheffield, for the NCCHTA on behalf of NICE; May 2000.

Two independent reviewers (ZP and LG) applied the checklist to each of the three models. A modelling expert (E Fenwick), who had not been involved in the process of developing the synthesised guideline, also provided a review of each of the models without the use of the checklist. She was asked to undertake her review as if peer-reviewing an article submitted to a journal. The purpose of this was to identify whether there were particular issues with, and weaknesses of, a model that were not being picked up by systematic application of the checklist.

Case-study reviews

The full reviews of each model undertaken using the checklist are provided in Appendix 4(a) and (b). An overall summary, made by both of the reviewers, is provided in Table 3.

Consistency between the two reviewers using the checklist

The checklist cannot be used as a points system to determine the relative quality of a model. Rather, it provides general questions, which help the reviewer to focus on the details of the reporting of the key elements of a model.

This exercise has shown that the checklist is useful in so far as it provides a systematic approach to model review and focuses the reviewers on the model’s (or the reporting of the model’s) strengths and weaknesses.

The two reviewers reached similar conclusions regarding their overall assessment of the models, although there were some differences in answers to each specific question within the checklist. Upon further investigation, there were two reasons for this. First, there were differences in interpreting the term ‘justification’; the extent to which a structural or data decision/assumption is ‘justified’ relies on a value judgement by the reviewer. Second, one of the reviewers had a detailed knowledge of one of the disease areas, which made the review of the model more straightforward because of an awareness of the data from which the model was developed.

The issue of knowledge of the disease area was important in each of the case studies. Without prior knowledge, the reviewers found it difficult to determine whether the chosen model structure and structural assumptions were appropriate, or whether all potentially feasible strategies were evaluated. This has implications for the peer review of decision models, either for journals or for decision-making organisations such as NICE.

Comparison of the reviews with and without the checklist

Here the comments on the models of the reviewers using the checklist are compared with
<table>
<thead>
<tr>
<th>Model</th>
<th>Element</th>
<th>Reviewer 1</th>
<th>Reviewer 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Payne et al., 2000</td>
<td>Overall</td>
<td>The authors are transparent regarding the additions and assumptions that</td>
<td>This model was an update of a previously published screening model, looking</td>
</tr>
<tr>
<td></td>
<td>assessment</td>
<td>are made to the Sherlaw–Johnson model in order to evaluate LBC but there</td>
<td>at the cost-effectiveness of alternative screening strategies for cervical</td>
</tr>
<tr>
<td></td>
<td></td>
<td>is little discussion about the appropriateness of the choice regarding which</td>
<td>cancer. It appeared to be of a reasonable quality. The checklist allowed</td>
</tr>
<tr>
<td></td>
<td></td>
<td>model to reproduce, or the data that it incorporates. However, some of the</td>
<td>the identification of key elements of the model and focused</td>
</tr>
<tr>
<td></td>
<td></td>
<td>main caveats of the original model are discussed. Because of a detailed</td>
<td>the reviewer on its relative strengths and weaknesses</td>
</tr>
<tr>
<td></td>
<td></td>
<td>understanding of the area it is possible to conclude that the structure of</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>the original model (i.e. Sherlaw–Johnson model) is appropriate, and that its</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>reproduction here, with the addition of LBC, appears sound</td>
<td></td>
</tr>
<tr>
<td>Kendrick and Johnson, 2000</td>
<td>Structure</td>
<td>The implicit assumption of the model is that the structure of, and data</td>
<td>Very few details were available on the model structure; however, it would</td>
</tr>
<tr>
<td></td>
<td></td>
<td>incorporated into, the Sherlaw–Johnson model are optimal. Without prior</td>
<td>seem to be an appropriate representation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>knowledge of the area it is impossible to determine the appropriateness of</td>
<td>of the disease process given the objectives and perspective of</td>
</tr>
<tr>
<td></td>
<td></td>
<td>this assumption. Because this model is a reproduction of a previously</td>
<td>the model, which were clearly defined</td>
</tr>
<tr>
<td></td>
<td></td>
<td>published model, the authors give few details of the causal relationships in</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>the model, or the data from which the structure was originally developed.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Notwithstanding these issues, the authors are clear about the decision</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>problem, the objectives of the model and the main structural assumptions</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Data</td>
<td>All data used in the model are referenced appropriately, although it is not</td>
<td>Very little detail was given about the original model (from which a lot of</td>
</tr>
<tr>
<td></td>
<td></td>
<td>explicit why particular choices (i.e. choice of published model to reproduce</td>
<td>the model data derived); therefore it was difficult to assess the methods</td>
</tr>
<tr>
<td></td>
<td></td>
<td>and cost assumptions) were made. There is no detail regarding the pre-</td>
<td>used to identify and extract</td>
</tr>
<tr>
<td></td>
<td></td>
<td>model data analysis methodology, presumably because the data are largely</td>
<td>data as well as the quality of the model data. All data sources</td>
</tr>
<tr>
<td></td>
<td></td>
<td>taken from a previously published model. Structural uncertainty is not</td>
<td>were, however, stated and referenced. Parameter and</td>
</tr>
<tr>
<td></td>
<td></td>
<td>addressed, but the other types of uncertainty are evaluated. The use of</td>
<td>methodological uncertainty was addressed in the sensitivity</td>
</tr>
<tr>
<td></td>
<td></td>
<td>triangular distributions for parameters was based on a search for simplicity,</td>
<td>analysis</td>
</tr>
<tr>
<td></td>
<td></td>
<td>which may mean that the results do not adequately reflect the uncertainty</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>associated with parameter inputs</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Consistency</td>
<td>Both internal and external consistency is addressed in detail</td>
<td>Some model validation, in terms of a comparison with the</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>earlier model and published data was undertaken, which</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>suggested that the model was a fair representation of the</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>disease process and produced results that were not</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>counterintuitive</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>This was neither a state transition nor decision model; therefore, many</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>of the questions on the checklist did not apply. A regression model was</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>used to extrapolate existing</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>trial data on the effectiveness of β-interferon for MS, to a</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>longer-time frame (up to 20 years). The write-up was</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>particularly poor and as such a lot of the checklist questions</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>were unanswered</td>
</tr>
</tbody>
</table>

continued
### TABLE 3 Results of checklist application to case studies (cont’d)

<table>
<thead>
<tr>
<th>Model</th>
<th>Element</th>
<th>Reviewer 1</th>
<th>Reviewer 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Turner et al., 2002</td>
<td><strong>Structure</strong></td>
<td>There is no clear statement of the decision problem, objectives or scope of the model. There is no transparency in details regarding the structure of the model. A graphical representation of the model itself is not presented. It is clear that important aspects of MS (e.g. its relapsing–remitting nature) are not taken into account. The progression of EDSS is a proxy for progression of MS, but EDSS is an ordinal scale and the assumption of constant progression over time is questionable. There is no evidence to provide a basis for the extrapolation assumption. The assumed relationship between EDSS and utility is also questionable on similar grounds. Death does not appear to be taken into account, and the chosen model time-frame appears arbitrary.</td>
<td>Very few details were reported on the model structure; therefore, it was not possible to assess the appropriateness of the techniques used. Statements of objective and scope were not defined.</td>
</tr>
<tr>
<td>Turner et al., 2002</td>
<td><strong>Data</strong></td>
<td>The authors are not sufficiently clear about the clinical data identified and incorporated into the model. The cost and utility data are referenced appropriately, but the premodel data analysis methods required to incorporate QALYs into the model are questionable. There is no assessment of any form of uncertainty.</td>
<td>Very few details of the data incorporated into the model and techniques used. No assessment of uncertainty.</td>
</tr>
<tr>
<td>Turner et al., 2002</td>
<td><strong>Consistency</strong></td>
<td>There is no evidence that the internal consistency of the model was checked before use. The results are compared with those from other models and differences in results are explained in terms of the assumption regarding treatment effects beyond 2 years.</td>
<td>Some comparison with shorter term models. The logic of the model results was not tested.</td>
</tr>
<tr>
<td>Turner et al., 2002</td>
<td><strong>Overall</strong></td>
<td>This model adheres to the majority of the principles of good practice in decision modelling for health technology assessment. Because of the transparency in the reporting of this model, one was able to understand the process undertaken by the researchers in addressing the particular research question. The main difficulty is in identifying whether the chosen model structure is appropriate.</td>
<td>This model was developed to assess the cost-effectiveness of alternative prophylactic vaccines for preventing influenza. A decision tree model was used to assess treatment and prophylaxis for four patients groups. The report included a particularly good level of detail on the methods and data used, which made the checklist easy to apply.</td>
</tr>
<tr>
<td>Turner et al., 2002</td>
<td><strong>Structure</strong></td>
<td>The structure of the model is specified clearly, although there is no justification for the chosen pathways or the causal relationships between events. However, all assumptions are defined clearly, along with the likely impact on results. Without detailed knowledge of the area it is difficult to determine whether all potentially feasible options have been assessed. It is difficult to identify the time-frame of the model, and impossible to determine whether it is sufficient to reflect the important differences between options.</td>
<td>The report contains a clear statement of objective, perspective and scope of the model. The structural assumptions made in the model were described in detail, but not always justified. The structure of the model is described in detail; however, it is difficult to assess its appropriateness without prior knowledge of the disease area.</td>
</tr>
</tbody>
</table>

*continued*
<table>
<thead>
<tr>
<th>Model</th>
<th>Element</th>
<th>Reviewer 1</th>
<th>Reviewer 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Data</td>
<td>The data identification and incorporation methods are transparent. All premodel data analysis methodology is based on clearly reported</td>
<td>All data are referenced and described in detail. Expert opinion used to derive EQ-5D scores for adverse events;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>epidemiological/statistical methods and reported in detail in appendices to the main report. The only shortcoming is that expert opinion was</td>
<td>however, details of methods used were not included</td>
</tr>
<tr>
<td></td>
<td></td>
<td>used for one of the main parameters in the model, but there are no details of the methods used to illicit values. Uncertainty was addressed</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>with probabilistic sensitivity analysis and a series of one-way sensitivity analyses</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Consistency</td>
<td>There is no evidence that the internal consistency of the model had been checked before the model was evaluated, but the results of the</td>
<td>Model results compared with three other models. No internal validation of the model</td>
</tr>
<tr>
<td></td>
<td></td>
<td>model are compared with those of other models and differences explained appropriately</td>
<td></td>
</tr>
</tbody>
</table>

EDSS, Expanded Disability Status Scale; EQ-5D, measure of health status for use in evaluating health and healthcare; LBC, liquid-based cytology; MS, multiple sclerosis.
those of the expert reviewer, who did not use the checklist.

**Liquid-based cytology in cervical screening**

The expert reviewer concluded that the report suggested a well-constructed model, populated and analysed using probabilistic methods.

All major concerns regarding the modelling methods used, which were identified by the expert reviewer, were also identified by the reviewers using the checklist. The expert reviewer questioned further some of the simplistic assumptions that were made in the model, such as a constant risk of cervical cancer between the ages of 18 and 64 years and a constant mortality risk.

In addition, the expert reviewer noted that the authors had not excluded weakly or extendedly dominated options before calculating incremental ratios.

**β-Interferon for multiple sclerosis**

Both the reviewers and the expert agreed that this report provided insufficient details about the model. The model seems to fall short of the guideline in several places. Specifically, there were problems with data incorporation, methods of analysis and the way in which the model was structured.

**Neuramindase inhibitors for prevention of influenza A and B**

Both the reviewers and the expert agreed that the report provided a good description of what appeared to be a good quality model. All major concerns regarding the modelling methods used, identified by the expert reviewer, were identified by the reviewers using the checklist. The expert reviewer questioned further some of the simplistic assumptions that were made in the model, such as the assumption that vaccination for children did not impact on hospitalisation rates and the exclusion of the side-effects of Zanamivir.

In addition, the expert reviewer noted that the authors had not calculated incremental ratios correctly, comparing treatments with no treatment, rather than the next best option.

**The potential value of the synthesised checklist**

A meeting involving all members of the EAG and the project team was convened towards the end of the project, to inform the various elements of the research and to discuss the potential value of the synthesised guidance and checklist, both for the NICE appraisal process and for health technology assessment more generally. Names and affiliations of members of the EAG are given in Appendix 5.

**Format of meeting**

Copies of the draft report were circulated to all members of the EAG and project team before the meeting. Attendees were asked to focus on the content of the synthesised guidance and checklist, and to consider how these might be of use in future decision-analytic models relating to the NICE technology appraisal process and health technology assessment in general. Comments made during the meeting were documented and are summarised below, along with the project team’s response.

**Feedback on the synthesised guidance**

In general, the feedback from the EAG was positive. A number of suggestions for changes to the checklist and guidance were made, and comments about how the material contained in the checklist corresponded to the statements made in the accompanying guidance (Appendix 6a,b). These have been incorporated into an amended version of the checklist (Appendix 6c). At the EAG meeting, there was also a discussion of the potential role of the checklist in the NICE technology assessment and appraisal process. This discussion is picked up in Chapter 5.

**Conclusions**

The synthesised guideline presented in this chapter essentially provides a list of statements of good practice in decision modelling for health technology assessment. This list covers the key attributes that previous authors have identified as being important in critically assessing models. Their attributes are not without controversy and, in assembling the guideline, it has been necessary to reach judgements about appropriate methodology where the literature indicates some inconsistency. Although explanations have been provided for how these conflicts have been resolved in the synthesised guideline, it is recognised that different perspectives may be adopted.

The synthesised guideline has been used to develop a checklist, which aims to provide a framework for reviewers to use when critically appraising a model. Given that it is not possible to codify every aspect of a decision model, the checklist should not be relied upon as a stand-
alone method of assessing quality. Rather, it provides the reviewer with a way of structuring their review and complements the reviewer’s understanding of the specific details of the decision problem and the technologies under evaluation.

The checklist has been used as a basis for reviewing three decision models developed as part of the NICE appraisal process. These reviews have been compared with the assessment of an experienced modeller who considered the three models without the aid of the checklist. It is recognised that this does not represent a validation of the checklist. Given additional time and resources, more could be learned about the checklist’s value through its use by a larger number of reviewers to assess a range of different models. It is hoped that this may be possible in due course (see Chapter 5). It should be noted, however, that designing an experiment to assess the quality of a review with and without the checklist is not straightforward. This is because, if this comparison is undertaken using different reviewers (i.e. one reviewer uses the checklist, the other does not), there is always likely to be some difference between reviewers’ experience, both of decision modelling generally, and of a specific technology or disease area. If the experiment is undertaken using the same reviewer (i.e. an individual reviews the model with and without the checklist), identifying the true incremental value of the checklist is not easy.

Despite the limitations of the assessment of the checklist here, the exercise provides a starting point for its practical use and continuous development. In general, the checklist appears to have performed well, in terms of identifying those aspects of the model that should be of particular concern to the reader.

There is a common problem when reviewing models. This relates to the assessment of the appropriateness of the model structure and structural assumptions. A general checklist cannot ask specific questions pertinent to particular models, yet experts cannot assess appropriateness without detailed knowledge of the disease area.

As a final point, this exercise has illustrated the importance of using the checklist of model quality in conjunction with a more general checklist of guidelines on economic evaluation methodology, as the checklist does not cover issues such as the calculation of incremental cost-effectiveness ratios and the reporting of results. Application of the checklist should not be used as a substitute for critical appraisal.
Chapter 4

Key methodological and practical issues not covered in existing published guidelines

Given that decision models are being used more widely as part of health technology assessment, it is important that the rigour of such studies is constantly enhanced. The main focus of the report has been on general guidelines for decision modelling, with the objective of providing a synthesised guideline to embody good practice. There is, however, a large number of specific issues for methods in decision modelling. For example, the preanalysis of data, before their incorporation into a model, is an area that, in principle, relates to the whole of biostatistics and clinical epidemiology. In other words, providing a general guideline for decision modelling is no substitute for the continuous development of specific methods relating to every stage in modelling.

The purpose of this chapter is to consider two specific methods areas in decision modelling that have received relatively little consideration in the literature. Given the time constraints of this project, these topics were selected on the basis of the team’s experience, rather than any systematic review of the methods literature. The first methods topic is the identification of parameter estimates from the literature. Previous guidance suggests that data identified for use in decision-analytic models should represent optimal estimates, given resource and time constraints. However, there is little guidance on the way in which data, other than the main treatment effects, can be identified in an efficient manner. The question of how to search and identify data for all parameters within a decision-analytic model is, therefore, the focus of the first topic presented here.

The second topic relates to bias in parameter estimates. Despite an emphasis in the methods literature on the need to derive treatment effect estimates from randomised controlled studies, which, in principle, exhibit absence of selection bias, this may not be possible for all decision problems. In the absence of trial data, there is little guidance on how to adjust estimates of treatment effect from observational studies where there are risks of selection bias. There is an issue, therefore, of how one should take account of such bias.

A scoping review was undertaken to identify some of the key issues for both of these methods topics. To identify literature on searching for parameter estimates for models, the results of the searches in Chapter 2 were sifted, and a search was conducted of the Cochrane Methodology Register (CMR) using the terms: data source*, search*, database* with economic, model* or quality next life (* is the truncation symbol in the Cochrane Library). Searches were also carried out for the literature on bias although, as explained on p. 48, the results of these searches were not used.

In addition, a bibliography (Appendix 7) provides a list of key references relating to a range of other specific methods topics relating to the design and construction of decision-analytic models. This reference list was assembled by a group of experienced decision modellers well acquainted with current literature. The reference list is not designed to be exhaustive, but it is intended to provide a starting point for developers of models to ensure a structured and methodologically sound approach to building decision-analytic models for health technology assessment.

Appropriate methods for the identification and quality assessment of secondary parameter estimates such as utilities, costs, incidence and prevalence

Background

For the NICE TAR process (if not for decision-analytic models more generally), the identification and synthesis of treatment effect data for incorporation into models is currently carried out in a well-defined and systematic way. However, the methods used to identify other data needed for the decision-analytic model are not as well established. In thinking about information sources for estimating all the parameters within a decision model, the following issues can be considered.
Decision models will usually include a large range of different types of parameters, such as treatment effects, baseline event rates (which may relate to the natural history of the condition), quality of life effects, health state values (or utilities), resource use and unit costs. It will very rarely be the case that one source of information will provide data for all these parameter estimates. Indeed, the most appropriate source of information is likely to differ markedly for the alternative parameters. For example, RCTs and systematic reviews of RCTs will almost certainly be the focus of any search for treatment effect parameter estimates, as these study types should provide estimates that are least susceptible to selection bias. However, many parameters within a decision model are not easily populated by RCTs, as trials often have a limited duration of follow-up, are often carried out in a clinical setting and do not necessarily involve real-life data or real-life patients (particularly vulnerable groups of patients). Therefore, this focus on trials may be inappropriate for such parameters and other study designs may need to be considered.

The process of thorough searching for information to populate each parameter in a decision model is extremely resource intensive. Decision models often have to be developed rapidly to inform particular decisions at a certain point in time. For example, models for the NICE TAR process are developed over a period of less than 6 months. Given such time constraints, it is rarely possible to undertake thorough searches to inform all the parameter estimates. There are also budget constraints with this approach as, in addition to staff time, there is the cost of document acquisition for potentially relevant papers identified from the results of these searches.

As recognised in the guidelines review in Chapters 2 and 3, there are two important features that should be in place in the process of identifying evidence for decision models, even if thorough searches are not possible. The first is that searching should be systematic. The search process and how the parameter estimates were ascertained should be clearly described and, in principle, the results should be reproducible by another researcher. The second feature is that the searching should be efficient. That is, given the resource constraints, searching should focus on those parameters that are expected to have the largest influence on the results of the model. In other words, priorities need to be set in searching for information to populate a decision model, and focusing on those parameters to which the results and conclusions of a model are expected to be most sensitive is likely to increase efficiency.

So far, it has been assumed that the structure of the model is developed and then the literature is searched to identify information to inform the parameter estimates required in the model. But how is model structure determined? Although the structure is often based on expert advice, the modellers’ prior knowledge and the structure of earlier models, literature searching may also be able to inform the model structure. Indeed, as part of the process of literature searching for parameter estimation, it is possible that information may be identified that suggests a change in the model structure. This case study will address some of these issues discussed above.

### Objectives

The data required to populate some model parameters may be quite specific, thus requiring a different approach to that of searches for effects data. One way to create models based on the best evidence and to limit bias in populating models could be to carry out a range of focused searches. In this part of the project a preliminary investigation was undertaken into the feasibility of carrying out focused search strategies to populate a case-study model, and approaches to conducting such parameter-specific searches were explored.

### Methods

A dialogue was initiated between a decision modeller and an information specialist to produce searches that aimed to provide relevant records from a relatively small sample of records. This enabled the decision modeller to specify in detail the data required to populate the model. In this case the questions related to a model developed to assess the cost-effectiveness of prophylactic antibiotics for preventing urinary tract infections (UTIs) in children. A list of questions, relating to specific types of model data (and their distributions), was generated to help to focus the searches. It was also hoped that the data identified would inform the structure of the model.

Searches for the answers to these questions followed an iterative approach, and the information specialist and the modeller discussed the results of the searches at each stage. Relevant text words and indexing terms were found by assessing a sample set of papers from the first set of searches and the search strategies were subsequently modified. If, in the view of the modeller, an excessive number of records was identified, the search strategy was adapted to be more focused and to retrieve fewer records. To focus the searches a combination was used of indexing terms restricted to major subject
headings, subheadings and text words restricted to the record title. This is necessarily a very different approach to the one used when searching as part of a systematic review. Search strategies for systematic reviews tend to be highly sensitive (retrieving many relevant papers) and often low in precision (also retrieving many additional but irrelevant papers). In focusing the search strategies for the parameters in the decision model there is the risk of missing relevant papers. However, this pragmatic approach was adopted because the number of questions and the time available did not allow extensive searches for each question.

Case-study background
Decision problem
A decision model was developed to link the number of recurrent UTIs that a child may experience over a period of 3 years to the number of pyelonephritic attacks, which in turn will determine the likelihood of developing progressive renal scarring.

Model structure
Progressive renal scarring is linked to the development of end-stage renal disease. Prophylactic antibiotics work through the impact of reducing the frequency of UTI. The model was analysed separately for children with and without vesicoureteral reflux (VUR), for boys and girls, and for children aged 1 or 3 years (i.e. eight patient subgroups in total).

The model was probabilistic. That is, parameter estimates were incorporated as mean values plus a measure of the precision of the mean. Costs were assessed from an NHS perspective, and benefits were expressed as QALYs. Simulation methods were used to determine the probability that alternative therapies were cost-effective at a range of threshold values that the NHS may attach to an additional QALY. Value of information analysis was used to quantify the cost of uncertainty associated with the decision about which therapy to adopt, and this indicates the maximum value of future research.

Sources of data
As noted above, the most appropriate sources of evidence are likely to vary according to the nature of the parameters of interest. There is a number of broad categories of parameters for which estimates are likely to be required in decision models. A suggested categorisation of the parameters with suggested sources of relevant research is presented below.

Baseline event rates
This category concerns data on health-related event rates associated with existing forms of treatment. In some instances, this may relate to event rates without active therapy (i.e. natural history data). These data may be needed for different subgroups of patients. Furthermore, for decision models informing NHS decision-makers, there may be a need to identify UK sources of evidence for these parameters. Potentially useful information sources were identified as:

- MEDLINE (http://www.ncbi.nlm.nih.gov/pubmed/)
- EMBASE (http://www.embase.com)
- Incidence and Prevalence Database (IPD) (http://library.dialog.com)
- WHOSIS Evidence for Health Policy (http://www3.who.int/whosis/menu.cfm).

Health-related quality of life and its valuation
This includes data on the health states that patients experience following particular events. It also includes the values associated with those health states (utilities), which are based on the preferences of a relevant group (e.g. patients or the public). Potentially useful information sources were identified as:

- MEDLINE (http://www.ncbi.nlm.nih.gov/pubmed/)
- EMBASE (http://www.embase.com)
- Quality of Life Instruments Database (QOLID at MAPI Research Institute) (http://www.qolid.org/)
- Health and Psychosocial Instruments (http://www.ovid.com)
- Health Related Quality of Life (http://www.cdc.gov/hrqol/)
- Australian Centre on Quality of Life (http://acqol.deakin.edu.au/)
- SCI (http://wos.mimas.ac.uk/).

Resource use and unit costs
This category includes data on the implications of treatments and health-related events for physical units of resource use (e.g. days in hospital, drug use), together with the monetary value of those resources (unit costs). Potentially useful information sources were identified as:

- BNF (http://www.bnf.org)
- Drug Tariff (Department of Health and National Assembly for Wales) (http://www.drugtariff.com)
Relative treatment effects
This category includes data on the clinical effectiveness of the intervention. Often decision models are structured in such a way that baseline event rates (i.e. events with usual treatment or natural history) are separated from the relative treatment effect of the new therapy compared with its comparator (e.g. an odds ratio or a relative risk). Possible data sources for baseline event rates are discussed in ‘Baseline event rates’, p. 33; here, the focus is on the relative treatment effect. Methods of retrieval of effects data are well developed and the key sources of information have been researched. As discussed above, estimates of relative treatment effects would ideally come from a systematic review or one or more RCTs where the risk of selection bias is minimal. Therefore, a hierarchy of information sources for evidence to populate models with relative effective data may be suggested as:

1. Cochrane Database of Systematic Reviews (CDSR) (http://www.update-software.com/cochrane/)
   (contains full-text systematic reviews)
2. Database of Abstracts of Reviews of Effectiveness (DARE) (http://nhscr.york.ac.uk/darehp.htm)
   (contains abstracts of quality assessed systematic reviews)
3. HTA database (http://www.york.ac.uk/inst/crd/htahp.htm)
   (contains unevaluated systematic reviews and other research)
4. CENTRAL (http://www.update-software.com/cochrane/)
   [contains the largest single collection of controlled clinical trials and RCTs]
5. MEDLINE (http://www.ncbi.nlm.nih.gov/pubmed) or EMBASE (http://www.embase.com)
   (both contain bibliographic details of all study designs).

Other parameters
In a given decision model, a number of other parameters may need to be estimated. In the case study discussed here, resistance to drugs and side-effects, which may affect the cost, relative treatment effects and frequency of the treatment, may be important. Potentially useful information sources for these data are:

- MEDLINE (http://www.ncbi.nlm.nih.gov/pubmed/)
- EMBASE (http://www.embase.com)
- TOXLINE (http://toxnet.nlm.nih.gov/).

Not all of the sources listed above were investigated in this case study owing to limited time and resources. The databases chosen for this study were EMBASE and MEDLINE, because of their wide availability to researchers, their size and the frequency with which their use is cited in TARs and other research. The IPD was also used for baseline event rates. This was chosen as it is a full-text database, which may prove easier to search for baseline events data as the title, abstract or indexing terms of relevant records often do not indicate that this information is in the full text. Therefore, the value of this database was investigated in terms of providing quick and efficient access to relevant data. For resource use and unit costs data, HEED and NHS EED were used, as these are convenient collections of records of economic evaluations and cost studies conducted in the past 10 years. For relative treatment effects, CDSR was searched, followed by DARE, the HTA database and the CENTRAL database. If necessary, MEDLINE and EMBASE would have been searched too. This order of database selection reflects the hierarchy of evidence and once enough evidence was found from the top of the hierarchy searching was stopped.

Searchable questions
After discussion between the information specialist and decision modeller, questions that were deemed searchable were categorised as follows.
Baseline event rates
In this case study, there were 32 questions categorised as relating to baseline events rates. These questions were about the incidence and prevalence of UTIs, rates of occurrence of UTIs and the relationship between different events associated with UTIs.

Incidence and prevalence
Of the 32 baseline events data questions, half were related to the incidence and prevalence of UTIs and formed questions 1–16. These questions were as follows.

In infant girls aged less than 1 year:

Question 1: What is the frequency of acute UTIs with recurrent UTI but no VUR?
Question 2: What is the frequency of acute UTIs with mild VUR?
Question 3: What is the frequency of acute UTIs with severe VUR?
Question 4: What is the incidence and prevalence of: recurrent UTI (no VUR), mild VUR, and severe VUR?

Questions 1–4 above were repeated for infant boys aged less than 1 year (questions 5–8), girls aged one to 10 years inclusive (questions 9–12) and boys aged 1–10 years inclusive (questions 13–16).

Rates of occurrence Twelve of the baseline event rates questions (questions 17–28) were related to the rates of occurrence of UTIs.

In infant girls aged less than 1 year:

Question 17: What proportion of acute UTIs are pyelonephritic attacks in those with recurrent UTI (no VUR)?
Question 18: What proportion of acute UTIs are pyelonephritic attacks in those with mild VUR?
Question 19: What proportion of acute UTIs are pyelonephritic attacks in those with severe VUR?

Questions 17–19 above were repeated for infant boys aged less than 1 year (questions 20–22), girls aged one to 10 years inclusive (questions 23–25) and boys aged 1–10 years inclusive (questions 26–28).

Relationships between events Four of the baseline event rates questions (questions 29–32) were related to the relationship between events associated with UTIs.

In boys and girls of all ages:

Question 29: What is the relationship between the number of pyelonephritic attacks and the risk of progressive renal scarring (most importantly by VUR no VUR, as well as age and maybe gender)?
Question 30: What is the relationship between developing progressive renal scarring and developing end-stage renal disease?
Question 31: Are there any other significant consequences of progressive renal scarring (severe hypertension)?
Question 32: What are the consequences (and their likelihood) of end-stage renal disease?

Health-related quality of life and its valuation
The next set of questions (questions 33–35) were asked in relation to health-related quality of life of infants and children with UTI and its potential consequences.

Question 33: What is the impact on quality of life of acute UTIs and pyelonephritic attacks in infants and children (duration of symptoms would be good too)?
Question 34: What is the reduction in quality adjusted life expectancy (or, failing that, in life expectancy) as a consequence of end-stage renal disease?
Question 35: What is the reduction in quality-adjusted life expectancy (or, failing that, in life expectancy) of any other consequences of progressive renal scarring?

Resource use and unit costs
Three questions (questions 36–38) related to the resource use and unit costs of UTIs. Two of these questions (questions 37 and 38) were dependent on the results of previous searches (questions 31 and 32) as the consequences of end-stage renal disease and progressive renal scarring needed to be ascertained.

Question 36: What are the costs of treating acute UTIs and pyelonephritic attacks in infants and children (duration, drugs/dose, hospitalisations, primary care visits)?
Question 37: What are the costs of the consequences of end-stage renal disease?
Question 38: What are the costs of any other consequences of progressive renal scarring?

Relative treatment effects
Two questions (questions 39 and 40) related to the effectiveness of antibiotics and surgery.
Question 39: What trials have been carried out in the use of long-term low-dose antibiotics for boys and girls of all ages for UTIs, and mild or severe VUR?  
Question 40: How effective is surgery in treating mild or severe VUR for boys and girls of all ages?

Other parameters: antibiotics resistance  
The last two questions (questions 41 and 42) were regarding antibiotic resistance.

Question 41: What studies have looked at resistance to these antibiotics in boys and girls?  
Question 42: What studies have looked at resistance to these antibiotics in general?

Baseline event data questions were further grouped to avoid duplicate searching. For example, searching for the incidence and prevalence of recurrent UTI (no VUR), mild VUR and severe VUR was difficult to separate out from the search for frequency of acute UTIs with recurrent UTI but no VUR. Limiting searches to boys and girls was not seen as practical because, in this case, most of the searches did not produce an unmanageable number of records, and limiting to boys and then girls did not limit the number of records retrieved significantly, but did increase the risk of excluding relevant papers. Many papers referred to UTIs in ‘boys and girls’ and in others the terms for ‘boys’ and ‘girls’ did not appear, but ‘children’ or other similar words did. The full search strategies are presented in Appendix 8(a).

Results  
The number of records and the databases from which they were retrieved for each question, or group of questions, is presented below. The relevance of search results is discussed in terms of which records gave information that could assist in the estimation of parameters relevant to baseline event rates, health-related quality of life, resource use and unit costs, relative treatment effects and other information such as antibiotic resistance. The first set of searches for quality of life information, which focused on general quality of life measures, did not produce relevant results relating to quality of life, and a second set of search strategies was devised which concentrated on identifying utility values rather than quality of life measures per se.

**Number of records**  
**Baseline event rates**  
The 32 questions relating to baseline events data were searched on MEDLINE, EMBASE and IPD, using 11 separate search strategies adapted for each database. To restrict the results to a manageable number of records the following approach was adopted to the search strategy in both MEDLINE and EMBASE: (1) the use of major indexing terms was implemented, (2) using subheadings where available, and (3) text word searching in the title and/or abstract. There was considerable overlap between the results of these searches across the databases and across the search results for the different questions. The results, therefore, were deduplicated between databases and across questions before being passed to the modeller. Only a selection of the results from the IPD database was downloaded, owing to the cost of downloading from this database. The overlap between the results from EMBASE and MEDLINE was quantified for each search. The number of duplicate records from the searches on IPD could not be ascertained, as not all of the records were downloaded from this database. However, all of the relevant records identified from IPD were unique and not found by either the MEDLINE or EMBASE searches.

**Incidence and prevalence**  
Questions 1–16 on incidence and prevalence were searched using four search strategies. Questions 1 and 5 and the first part of questions 4 and 8 were searched together, with similar search strategies in MEDLINE, EMBASE and IPD. These questions were asking for the frequency or incidence and prevalence of recurrent UTIs in infant boys or girls. The majority of the records were found on MEDLINE (108) (Table 4); 23 records were found using both EMBASE and MEDLINE, and after deduplication between EMBASE and MEDLINE 199 records were retrieved.

<table>
<thead>
<tr>
<th>Database</th>
<th>Date range</th>
<th>No. of records retrieved</th>
<th>No. of unique records retrieved</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEDLINE</td>
<td>1966 to January week 2 2003</td>
<td>108</td>
<td>85</td>
</tr>
<tr>
<td>EMBASE</td>
<td>1980 to week 6 2003</td>
<td>35</td>
<td>12</td>
</tr>
<tr>
<td>IPD</td>
<td>1994 to 1 February, 2003</td>
<td>79</td>
<td>Unknown</td>
</tr>
</tbody>
</table>
Questions 2, 3, 6 and 7 and the second part of questions 4 and 8 were searched together, with similar search strategies in MEDLINE, EMBASE and IPD. These questions were asking for the frequency or incidence and prevalence of mild or severe VUR in infant boys or girls. The majority of the records were again retrieved from MEDLINE (28 and 11 records were found in both EMBASE and MEDLINE (Table 5). After deduplication between EMBASE and MEDLINE 39 records were retrieved.

Questions 9 and 13 and the first part of questions 12 and 16 were searched together, with similar search strategies in MEDLINE, EMBASE and IPD. These questions were asking for the frequency or incidence and prevalence of recurrent UTIs in boys or girls aged 1–10 years inclusive. The majority of the records were retrieved from the IPD (201 and 73 records were found with both EMBASE and MEDLINE (Table 6). After deduplication between EMBASE and MEDLINE 242 records were retrieved.

Questions 10, 11, 14 and 15 and the second part of questions 12 and 16 were searched together, with similar search strategies in MEDLINE, EMBASE and IPD. These questions were asking for the frequency or incidence and prevalence of mild or severe VUR in boys or girls aged 1–10 years inclusive. For this set of questions EMBASE retrieved the largest number of records (38) and 24 records were found with both EMBASE and MEDLINE (Table 7). After deduplication 49 records were retrieved.

Questions 17–28 relating to rates of occurrence were grouped so that they could be captured using three search strategies. Questions 17 and 20 were searched together, with similar search strategies in MEDLINE, EMBASE and IPD. These questions were asking for the proportion of UTIs which are pyelonephritic attacks in those with recurrent UTI in infant boys and girls. The majority of the records were retrieved from the IPD (59 records were found with both EMBASE and MEDLINE (Table 8). After deduplication between EMBASE and MEDLINE 37 records were retrieved.

### TABLE 5 Results of searches for incidence and prevalence (questions 2–4, 6–8)

<table>
<thead>
<tr>
<th>Database</th>
<th>Date range</th>
<th>No. of records retrieved</th>
<th>No. of unique records retrieved</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEDLINE</td>
<td>1966 to January week 2 2003</td>
<td>28</td>
<td>17</td>
</tr>
<tr>
<td>EMBASE</td>
<td>1980 to week 6 2003</td>
<td>18</td>
<td>7</td>
</tr>
<tr>
<td>IPD</td>
<td>1994 to 1 February 2003</td>
<td>4</td>
<td>Unknown</td>
</tr>
</tbody>
</table>

### TABLE 6 Results of searches for incidence and prevalence (questions 9, 12, 13, and 16)

<table>
<thead>
<tr>
<th>Database</th>
<th>Date range</th>
<th>No. of records retrieved</th>
<th>No. of unique records retrieved</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEDLINE</td>
<td>1966 to January week 2 2003</td>
<td>201</td>
<td>128</td>
</tr>
<tr>
<td>EMBASE</td>
<td>1980 to week 6 2003</td>
<td>112</td>
<td>39</td>
</tr>
<tr>
<td>IPD</td>
<td>1994 to 1 February 2003</td>
<td>2</td>
<td>Unknown</td>
</tr>
</tbody>
</table>

### TABLE 7 Results of searches for incidence and prevalence (questions 10–12 and 14–16)

<table>
<thead>
<tr>
<th>Database</th>
<th>Date range</th>
<th>No. of records retrieved</th>
<th>No. of unique records retrieved</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEDLINE</td>
<td>1966 to January week 2 2003</td>
<td>30</td>
<td>6</td>
</tr>
<tr>
<td>EMBASE</td>
<td>1980 to week 6 2003</td>
<td>38</td>
<td>14</td>
</tr>
<tr>
<td>IPD</td>
<td>1994 to 1 February 2003</td>
<td>5</td>
<td>Unknown</td>
</tr>
</tbody>
</table>

### TABLE 8 Results of searches for rates of occurrence (questions 17 and 20)

<table>
<thead>
<tr>
<th>Database</th>
<th>Date range</th>
<th>No. of records retrieved</th>
<th>No. of unique records retrieved</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEDLINE</td>
<td>1966 to January week 2 2003</td>
<td>25</td>
<td>19</td>
</tr>
<tr>
<td>EMBASE</td>
<td>1980 to week 6 2003</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>IPD</td>
<td>1994 to 1 February 2003</td>
<td>59</td>
<td>unknown</td>
</tr>
</tbody>
</table>

**Rates of occurrence** Questions 17–28 relating to rates of occurrence were grouped so that they could be captured using three search strategies. Questions 17 and 20 were searched together, with similar search strategies in MEDLINE, EMBASE and IPD. These questions were asking for the proportion of UTIs which are pyelonephritic attacks in those with recurrent UTI in infant boys and girls. The majority of the records were retrieved from the IPD (Table 8). After deduplication between EMBASE and MEDLINE 37 records were retrieved.
86 records were retrieved. Six records were found using both EMBASE and MEDLINE.

Questions 18, 19, 21, 22, 24, 25, 27 and 28 were searched together, with similar search strategies in MEDLINE, EMBASE and IPD. These questions were asking for the proportion of UTIs that are pyelonephritic attacks in those with mild or severe VUR in infant and child boys and girls. The searches did not limit by age or gender as a general search retrieved a very manageable number of results. The searches using MEDLINE and EMBASE retrieved an equal number of records (13) with a large degree of overlap (nine records were identified from both databases (Table 9)). After deduplication between EMBASE and MEDLINE 21 records were retrieved.

Questions 23 and 26 were searched together, with similar search strategies in MEDLINE, EMBASE and IPD. These questions were asking for the proportion of UTIs that are pyelonephritic attacks in those with recurrent UTI in child boys and girls. The searches did not limit by age or gender as a general search retrieved a very manageable number of results. IPD produced the largest number of records (59) and 13 records were found using both EMBASE and MEDLINE (Table 10). After deduplication between EMBASE and MEDLINE 105 records were retrieved in total.

**Relationships between events**

The four questions relating to relationships between events were searched individually using four search strategies. Question 29, which asked about the relationship between the number of pyelonephritic attacks and the risk of progressive renal scarring, was searched using similar search strategies in MEDLINE, EMBASE and IPD. Using both EMBASE and MEDLINE 99 records were identified (Table 11) and after deduplication between EMBASE and MEDLINE 224 records were retrieved in total.

Question 30, which asked about the relationship between developing progressive renal scarring and developing end-stage renal disease, was searched with similar search strategies in MEDLINE, EMBASE and IPD. After deduplication between EMBASE and MEDLINE 111 records were retrieved. Using both EMBASE and MEDLINE 44 records were identified (Table 12).

Question 31 looked at whether there were any other significant consequences of progressive renal

---

**TABLE 9** Results of searches for rates of occurrence (questions 18, 19, 21, 22, 24, 25, 27 and 28)

<table>
<thead>
<tr>
<th>Database</th>
<th>Date range</th>
<th>No. of records retrieved</th>
<th>No. of unique records retrieved</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEDLINE</td>
<td>1966 to January week 2 2003</td>
<td>13</td>
<td>4</td>
</tr>
<tr>
<td>EMBASE</td>
<td>1980 to week 6 2003</td>
<td>13</td>
<td>4</td>
</tr>
<tr>
<td>IPD</td>
<td>1994 to 1 February 2003</td>
<td>4</td>
<td>Unknown</td>
</tr>
</tbody>
</table>

**TABLE 10** Results of searches for rates of occurrence (questions 23 and 26)

<table>
<thead>
<tr>
<th>Database</th>
<th>Date range</th>
<th>No. of records retrieved</th>
<th>No. of unique records retrieved</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEDLINE</td>
<td>1966 to January week 2 2003</td>
<td>40</td>
<td>27</td>
</tr>
<tr>
<td>EMBASE</td>
<td>1980 to week 6 2003</td>
<td>19</td>
<td>6</td>
</tr>
<tr>
<td>IPD</td>
<td>1994 to 1 February 2003</td>
<td>59</td>
<td>Unknown</td>
</tr>
</tbody>
</table>

**TABLE 11** Results of searches for relationships between events (question 29)

<table>
<thead>
<tr>
<th>Database</th>
<th>Date range</th>
<th>No. of records retrieved</th>
<th>No. of unique records retrieved</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEDLINE</td>
<td>1966 to January week 2 2003</td>
<td>167</td>
<td>68</td>
</tr>
<tr>
<td>EMBASE</td>
<td>1980 to week 6 2003</td>
<td>146</td>
<td>47</td>
</tr>
<tr>
<td>IPD</td>
<td>1994 to 1 February 2003</td>
<td>10</td>
<td>Unknown</td>
</tr>
</tbody>
</table>
scarring and was searched with similar search strategies in MEDLINE, EMBASE and IPD. Although IPD may not be the most appropriate database for this question it was included as the search strategy could easily be focused to provide a manageable set of results.

After deduplication between EMBASE and MEDLINE 30 records were retrieved and only two records were found using both EMBASE and MEDLINE (Table 13).

Question 32 asked for the consequences (and their likelihood) of end stage renal disease and was searched using similar search strategies in MEDLINE, EMBASE and IPD. However, the search could not be easily focused in IPD to produce a manageable set of records. It was thought that this was because the question is not strongly associated with incidence and prevalence so IPD might not be the most appropriate database for this question.

After deduplication 50 records were retrieved in MEDLINE and EMBASE and an extra 692 in IPD. Seventeen records were found in both EMBASE and MEDLINE (Table 14).

The 11 sets of search results for the baseline events rates questions retrieved a total of 2169 records (947 from IPD, 727 from MEDLINE and 495 from EMBASE). However, there was considerable overlap between the results of the searches in MEDLINE and EMBASE, and after deduplication within the results for each question 901 unique records were identified. A further deduplication of the records was carried out as there was also overlap in the results across each question. This further reduced the number of records from MEDLINE and EMBASE to 583 unique records. The information officer sifted the results from IPD because searching the full text retrieved large quantities of clearly irrelevant records and there is a cost for downloading each record from this database. Of the 25 records selected by the information officer from IPD, only one paper had already been found by the baseline events searches on MEDLINE and EMBASE.

### Health-related quality of life and its valuation

Three questions were asked in relation to quality of life issues. The first of these questions (question 33) proved the most difficult to search for. Three MEDLINE search filters available in the literature were tested for their usefulness in relation to this question. However, the search results were not as expected and were not manageable. The decision modeller recommended expanding these searches to other databases such as EMBASE, however, there was considerable overlap between the results of the searches in MEDLINE and EMBASE, and after deduplication within the results for each question 901 unique records were identified. A further deduplication of the records was carried out as there was also overlap in the results across each question. This further reduced the number of records from MEDLINE and EMBASE to 583 unique records. The information officer sifted the results from IPD because searching the full text retrieved large quantities of clearly irrelevant records and there is a cost for downloading each record from this database. Of the 25 records selected by the information officer from IPD, only one paper had already been found by the baseline events searches on MEDLINE and EMBASE.
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A second set of strategies was therefore developed to try to produce more useful results. These were developed using terms relating to the utilities associated with the health states in the model. The second set of quality of life searches produced 173 records after deduplication. 44 of the records were found in both EMBASE and MEDLINE (Table 16).

Similar search strategies were used for question 34 regarding the quality-adjusted life expectancy or life expectancy as a consequence of end-stage renal disease, and question 35, which looked at the reduction in quality-adjusted life expectancy or life expectancy of any other consequences of progressive renal scarring. The searches for question 34 retrieved 12 records, of which two were found in both EMBASE and MEDLINE (Table 17).

The searches for question 35 retrieved six records, of which one was found in both EMBASE and MEDLINE (Table 18).

The search strategies for questions 34 and 35 would have been improved once the consequences of end-stage renal disease and renal scarring were known. However, these consequences were dependent on the results of previous questions (question 31 and 32) and time constraints did not allow feedback from the searches to answer these questions.

**Resource use and unit costs**

There were three questions involving resource use and unit costs. The first of these questions, in relation to the costs of treating acute UTIs and pyelonephritic attacks in infants and children

---

**TABLE 15** Results of the first series of searches for quality of life issues (question 33)

<table>
<thead>
<tr>
<th>Database</th>
<th>Date range</th>
<th>No. of records retrieved</th>
<th>No. of unique records retrieved</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEDLINE</td>
<td>1966 to February week 2 2003</td>
<td>Comprehensive outcome filter plus duration terms</td>
<td>143</td>
</tr>
<tr>
<td>MEDLINE</td>
<td>1966 to January week 2 2003</td>
<td>Brief outcome filter</td>
<td>28</td>
</tr>
<tr>
<td>MEDLINE</td>
<td>1966 to January week 2 2003</td>
<td>SchHARR outcome filter</td>
<td>0</td>
</tr>
</tbody>
</table>

ScHARR, School of Health and Related Research, Sheffield, UK.

**TABLE 16** Results of the second set of searches for quality of life issues (question 33)

<table>
<thead>
<tr>
<th>Database</th>
<th>Date searched</th>
<th>Filter used</th>
<th>No. of unique records retrieved</th>
<th>No. of unique records retrieved</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEDLINE</td>
<td>1966 to April week 3 2003</td>
<td>Utilities filter devised at CRD</td>
<td>95</td>
<td>51</td>
</tr>
<tr>
<td>EMBASE</td>
<td>1980 to week 17 2003</td>
<td>Utilities filter devised at CRD</td>
<td>122</td>
<td>78</td>
</tr>
</tbody>
</table>

CRD, Centre for Reviews and Dissemination, University of York.

**TABLE 17** Results of quality of life searches (questions 34)

<table>
<thead>
<tr>
<th>Database</th>
<th>Date searched</th>
<th>No. of records retrieved</th>
<th>No. of unique records retrieved</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEDLINE</td>
<td>1966 to April week 3 2003</td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td>EMBASE</td>
<td>1980 to week 17 2003</td>
<td>5</td>
<td>3</td>
</tr>
</tbody>
</table>

**TABLE 18** Results of quality of life searches (question 35)

<table>
<thead>
<tr>
<th>Database</th>
<th>Date searched</th>
<th>No. of records retrieved</th>
<th>No. of unique records retrieved</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEDLINE</td>
<td>1966 to April week 3 2003</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>EMBASE</td>
<td>1980 to week 17 2003</td>
<td>3</td>
<td>2</td>
</tr>
</tbody>
</table>
(duration, drugs/doses, hospitalisations, primary care visits) (question 36), was searched using paper-based sources such as BNF, Morbidity Statistics from General Practice and HES, as well as two economic evaluation databases, NHS EED and HEED. The paper sources were searched via their indexes and browsing. Similar search strategies were used as far as possible in HEED and NHS EED.

Photocopies of the relevant pages were made from each paper source and passed to the modeller, and 121 references were retrieved from the electronic databases, which after within-question deduplication reduced to 99 references (Table 19).

Question 37, regarding the costs of the consequences of end-stage renal disease, and question 38, on the costs of any other consequences of progressive renal scarring, were dependent on the results of previous questions (questions 31 and 32) and time constraints did not allow feedback from the searches to answer these questions. However, it is anticipated that similar resources and search strategies to question 36 would be used to identify relevant cost data once the consequences are known.

Relative treatment effects

There were two questions about relative treatment effects. Information to answer the first question looking for trials carried out on the use of long-term low-dose antibiotics for boys and girls of all ages for UTIs, and mild or severe VUR (question 39) was sought in CDSR, DARE and the HTA database (Table 20). It was decided that, in accordance with the hierarchy of evidence, this search need not be expanded to find RCTs, as the searches for systematic reviews had already produced a number of relevant records.

Answers to the second effectiveness question on how effective surgery is in treating mild or severe VUR for boys and girls of all ages (question 40) were sought in CDSR, DARE, the HTA database and CENTRAL. The searches for systematic reviews produced six records (Table 21), but few of these appeared directly relevant. The search was therefore expanded to look for RCTs on CENTRAL. This produced 72 records (Table 21) and searching was stopped as the decision modeller thought this to be a manageable set of records with some relevant records. If the modeller had indicated that this set contained no relevant records the search would have been expanded to other databases such as MEDLINE and EMBASE.

The searches for information on relative treatment effects resulted in a total of 126 records and there was no duplication with the other searches carried out in this study.

---

**TABLE 19** Results for the searches for resource use (question 36)

<table>
<thead>
<tr>
<th>Database</th>
<th>Date searched</th>
<th>No. of records retrieved</th>
<th>No. of unique records retrieved</th>
</tr>
</thead>
<tbody>
<tr>
<td>NHS EED admin database</td>
<td>17 February 2003</td>
<td>57</td>
<td>35</td>
</tr>
<tr>
<td>HEED</td>
<td>26 February 2003</td>
<td>64</td>
<td>42</td>
</tr>
</tbody>
</table>

**TABLE 20** Results of searches for relative treatment effects (question 39)

<table>
<thead>
<tr>
<th>Database</th>
<th>Date searched</th>
<th>No. of records retrieved</th>
<th>No. of unique records retrieved</th>
</tr>
</thead>
<tbody>
<tr>
<td>CDSR</td>
<td>Issue 1 2003</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>DARE</td>
<td>31 January 2003</td>
<td>30</td>
<td>16</td>
</tr>
<tr>
<td>HTA</td>
<td>31 January 2003</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

**TABLE 21** Results for effectiveness search (question 40)

<table>
<thead>
<tr>
<th>Database</th>
<th>Date searched</th>
<th>No. of records retrieved</th>
<th>No. of unique records retrieved</th>
</tr>
</thead>
<tbody>
<tr>
<td>CDSR</td>
<td>Issue 1 2003</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>DARE</td>
<td>31 January 2003</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>HTA</td>
<td>31 January 2003</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CENTRAL</td>
<td>Issue 1 2003</td>
<td>72</td>
<td>72</td>
</tr>
</tbody>
</table>
Lastly, searches were carried out for information on resistance to specified antibiotics to answer the following questions: what studies have looked at resistance to these antibiotics in boys and girls (question 41) and what studies have looked at resistance to these antibiotics in general (question 42)?

The total number of records retrieved relating to the antibiotic resistance searches was 284; after within-question deduplication this reduced to 242 (Table 22).

### Relevance of search results

#### Baseline event rates

The searches of MEDLINE and EMBASE produced 727 and 495 references, respectively. After deduplication (between databases and across questions), this reduced to 583 records. Abstracts and titles were screened for relevance and 56 papers were ordered. Of these records, 44 were identified from MEDLINE and 31 from EMBASE (with 19 records identified from both databases). Of the 56 papers ordered, five papers were used in developing and populating the model, although other papers did provide useful background material.

Of the five papers that were directly relevant to the model, all were found in EMBASE and none in MEDLINE. There were several reasons why these papers were not found on MEDLINE. First, two of the five records were from journals that are not indexed on MEDLINE and one record was not on MEDLINE at the time of searching (MEDLINE is not as current as EMBASE). The other two were not retrievable with the search strategy as one contained no abstract on MEDLINE (although an abstract was present in EMBASE) and the other paper did not contain any of the MEDLINE subject headings used in the search.

Although the MEDLINE search retrieved more papers than the search in EMBASE, and more papers were ordered from the MEDLINE results, the EMBASE search proved much more successful in finding papers of confirmed direct relevance to the model.

In relation to the baseline events data, the search on IPD produced 947 records. Of these, six (0.63%) were directly relevant. However, with hindsight the questions regarding the relationships between events were not very appropriate for this database. In particular, the search for the consequences of end-stage renal disease produced too many irrelevant records despite a relatively focused search strategy. Unsurprisingly, this database proved much more useful for incidence and prevalence and rates of occurrence data. The number of records retrieved from the IPD in relation to the incidence/prevalence/rates of occurrence data was 212. Of these, six (2.83%) were directly relevant. In particular, data were obtained for the model on the percentage split of UTIs by age group, the number of cases of end-stage renal disease following VUR and the number of VUR cases that resolve each year.

In relation to all of the baseline events data, the search on IPD provided the largest number of relevant records (6/947) and the search on EMBASE gave the best results in terms of having fewer irrelevant records that needed to be read to identify useful data (5/495). As the search on MEDLINE produced no directly relevant results this search performed least well of the three searches (Table 23). If, however, the results of the incidence and prevalence and rates of occurrence searches are viewed separately from the relationships of events data then IPD produced not only the largest set of relevant records (6), but also the highest precision (2.83%) for the incidence/prevalence and rates of occurrence parameters.

The search strategies on IPD were not repeated owing to the high online charges of this database. However, there were a number of problems with the data obtained from the records retrieved from IPD, which may have been preventable by manipulating the search strategy:

- Most of the prevalence/incidence data related to the USA, with international prevalence from Sweden (this is only in men aged over 45 years).

---

**Table 22** Results of searches for antibiotic resistance (questions 41 and 42)

<table>
<thead>
<tr>
<th>Database</th>
<th>Date searched</th>
<th>No. of records retrieved</th>
<th>No. of unique records retrieved</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEDLINE</td>
<td>1966 to February week 2 2003</td>
<td>78 (5 specifically mentioning children)</td>
<td>36</td>
</tr>
<tr>
<td>EMBASE</td>
<td>1980 to week 6 2003</td>
<td>206 (9 specifically mentioning children)</td>
<td>164</td>
</tr>
</tbody>
</table>
The data refer to the numbers of cases of UTI, not recurrent UTIs (three or more UTIs in past 5 years) that were required for the model.

A lot of the data were about cystitis, which was not relevant for this model.

There were also some other areas where the search strategies in EMBASE and MEDLINE could have been improved given more time. For example, excluding non-English language papers and studies relating solely to adults would have improved the precision of the search results (i.e. reduced the number of irrelevant records) and the exclusion of animal studies from the EMBASE searches, in particular, would also have improved the precision of the results.

Health-related quality of life and its valuation

The first set of searches using published search filters produced 143 records, of which 13 were deemed potentially relevant and their papers were ordered. However, not all of these were related to the quality of life questions specified by the decision modeller, but were considered potentially useful for other questions in the model. Of the 13 papers that were ordered, four were directly relevant to the model, but none of these was directly useful in terms of contributing quality of life information. The records were useful, however, for the baseline event rates, relative treatment effects, and resource use and unit cost parameters.

In summary, the first quality of life searches based on the published search filters did not identify any studies that were useful to inform quality of life model parameters or distributions. Most of the utility values that were attached to UTI/pyelonephritic attacks were actually identified from the searches that focused on resource use.

Given the lack of relevant studies produced in the first round of quality of life searches, an alternative search strategy was developed, with a focus on identifying quality of life data relevant for economic models; that is, utilities associated with the health states defined in the model (UTI, pyelonephritic attack, dialysis and renal transplant). Additional terms relating to life expectancy and the duration of symptoms were also used. The revised search strategy can be seen in Appendix 8(a). Searching MEDLINE with the revised search strategy generated 99 records (51 records relating to quality of life, 13 to life expectancy and 35 to duration of symptoms). In EMBASE, 124 records were retrieved (85 records relating to quality of life, 13 to life expectancy and 35 to duration of symptoms). From the 129 records (after deduplication), three were potentially relevant to the model and were ordered. In reviewing the full-text of these papers, two were found to be directly relevant. Both of these papers were found in MEDLINE and one of them was found in EMBASE (Table 24).

The searches for information relating to life expectancy and quality-adjusted life expectancy proved more successful. Five of the 18 records retrieved were directly relevant to the model. Both of the searches on EMBASE and MEDLINE retrieved relevant records, although the precision of the searches was slightly higher on EMBASE. Three relevant papers were found on MEDLINE and three relevant papers were found on EMBASE. Only one relevant paper was found on both databases (Table 25).
Resource use and unit costs
The paper sources did not contribute to the resource use and costs questions. However, the database searching proved more successful. The resource use and costs searches produced 99 records, of which 20 were found to be potentially relevant to the model and the full papers were ordered. Sixteen of the 20 papers were found on HEED and six on NHS EED (four were found on both databases).

Once the full papers had been obtained, three of the 20 papers ordered were found to be directly relevant to the model (Table 26). Two of these papers were identified from NHS EED (one unique) and two on HEED (one unique). Although the searches of HEED produced more records and more potentially relevant records, both database searches contributed equally to this model.

To increase the precision of the searches, it is important to specify the UK setting in the search, as many studies identified were conducted in the USA and hence the resource use and costs may not be directly transferable. A staged search could have been adopted in which if no studies were identified for the UK (or even selected European countries) then US studies could be identified. However, as a relatively small set of records was retrieved in both of these databases this was not considered worthwhile in this instance.

Relative treatment effects
In total, 126 records were produced from the relative treatment effects searches, of which 17 were considered relevant. However, owing to the time constraints on the modelling exercise, these references were not acquired in full-text form. The relative treatment effects in the model were actually taken from a Cochrane Review. Three of the four databases searched (CDSR, DARE and CENTRAL) provided potentially relevant results (Table 27). There were no specific problems with this search or the results that it produced. This was anticipated as the search approaches for effectiveness data are well established, and there are key databases, which contain effects information, that are relatively easy to search in a focused way.

In addition, several systematic reviews of effectiveness were identified in this search, which the modeller indicated would not have been ordered for the model but may have been obtained to provide background material.

Other parameters: antibiotic resistance
The searches for papers on antibiotic resistance

---

**TABLE 25** Performance of the searches for life expectancy information (questions 34 and 35)

<table>
<thead>
<tr>
<th>Database</th>
<th>No. of records retrieved</th>
<th>No. of relevant records</th>
<th>Precision (no. of relevant records/no. of records retrieved)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EMBASE</td>
<td>8</td>
<td>3</td>
<td>37.5%</td>
</tr>
<tr>
<td>MEDLINE</td>
<td>13</td>
<td>3</td>
<td>23.08%</td>
</tr>
</tbody>
</table>

**TABLE 26** Performance of the searches for resource use and unit costs (question 36)

<table>
<thead>
<tr>
<th>Database</th>
<th>No. of records retrieved</th>
<th>No. of relevant records</th>
<th>Precision (no. of relevant records/no. of records retrieved)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HEED</td>
<td>64</td>
<td>2</td>
<td>3.12%</td>
</tr>
<tr>
<td>NHS EED</td>
<td>57</td>
<td>2</td>
<td>3.51%</td>
</tr>
</tbody>
</table>

**TABLE 27** Performance of the searches for relative treatment effects (questions 39 and 40)

<table>
<thead>
<tr>
<th>Database</th>
<th>No. of records retrieved</th>
<th>No. of relevant records</th>
<th>Precision (no. of relevant records/no. of records retrieved)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CDSR</td>
<td>20</td>
<td>2</td>
<td>10%</td>
</tr>
<tr>
<td>DARE</td>
<td>30</td>
<td>7</td>
<td>23.3%</td>
</tr>
<tr>
<td>HTA</td>
<td>4</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>CENTRAL</td>
<td>72</td>
<td>10</td>
<td>13.9%</td>
</tr>
</tbody>
</table>
identified 242 records. More than double the number of references were retrieved from EMBASE than from MEDLINE. This is because the search strategy in EMBASE could not be as easily focused as the one undertaken in MEDLINE because of the practice of extensive indexing of drugs in EMBASE. Of the 242 records, 21 were potentially relevant to the model and thus ordered. Of these 21 papers, ten were identified in MEDLINE and 16 in EMBASE, with five identified in both databases.

Four of the 21 papers ordered contained data directly relevant to the model. Of these, two were found in MEDLINE (and are indexed on EMBASE but were not found by the search strategy) and two were found by the EMBASE search strategy (Table 28) (and only one of these papers was indexed on MEDLINE but was not found by the MEDLINE search). This emphasises how focused the search strategies were, despite obtaining such a large set of results. The precision of the searches for this question was low, at 1.65% (4/242 × 100).

**Discussion**

This case study has shown that to provide efficient searches to inform the model it is important to establish a process of continual dialogue throughout the project between the modeller and the information specialist. However, this iterative process takes time and does not happen frequently in current modelling practice. In this case study, feedback from the modeller, although time consuming, proved invaluable in producing more focused searches with relevant records. It is likely that even closer collaboration would prove yet more effective in producing focused searches that provide relevant information to inform the model parameters.

Decisions are required throughout a modelling project about data requirements and the ability of the search questions to identify these data. In this example, focusing or broadening the search strategies was discussed for each parameter after an assessment of the first round of searches. The dialogue between modeller and information specialist was particularly useful for the searches of the databases with no online charges, because searches on these databases can be repeated at no extra charge. For searches of databases with online charges, such as IPD, an iterative process of continually improving the searches after comments from the modeller would have proved too costly. Thus, the search strategies for MEDLINE and EMBASE were adapted for IPD and this database was only searched once. Another less costly solution when searching on databases with online charges may be for the information specialist to conduct the searches alongside the modeller. This would enable the modeller to provide initial feedback on the results and for the information specialist then to adapt the search strategies while online. In addition, the modeller would be able to select which records are of potential interest and this would reduce the number of records downloaded and thus the cost of downloading. In this case study the information specialist selected the records for downloading and was overcautious to avoid missing any relevant records.

The searches helped to identify important data for inclusion in the model. The initial population of the model was undertaken using searches conducted by the modeller. The modeller’s methods included the identification of studies by searching the Cochrane Library and by contacting clinical experts in the topic area. This approach did not produce as many relevant studies as the searches for each parameter conducted by the information specialist in this case study. Further case studies could be undertaken in which the procedures typically used by modellers are compared with searching for information for each parameter in the model by an information specialist in collaboration with modellers. These case studies could explore whether the records obtained from the two approaches produce different information in terms of both quantity and quality, and how these differences affect the end model, on which ultimately healthcare decisions are made.

Focused searches that aimed to retrieve a manageable number of records, in the view of the modeller, were carried out on both MEDLINE and

<table>
<thead>
<tr>
<th>No. of records retrieved</th>
<th>No. of relevant records</th>
<th>Precision (no. of relevant records/no. of records retrieved)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEDLINE</td>
<td>78</td>
<td>2</td>
</tr>
<tr>
<td>EMBASE</td>
<td>206</td>
<td>2</td>
</tr>
</tbody>
</table>

**Table 28 Performance of the searches for other parameters: antibiotic resistance (questions 41 and 42)**
EMBASE for questions relating to the baseline event rates, health-related quality of life and antibiotic resistance. Search techniques included using major indexing terms and text words in the title. Overall, these focused searches provided relevant data from both MEDLINE and EMBASE for the model used in this case study. The numbers of relevant records in this case study were too small, however, to enable any general recommendations to be made as to which database is more useful. However, there were certain areas in which the results suggested that one database may prove to be more useful than the other. For example, the searches for baseline events data proved more successful in EMBASE (which provided five directly relevant records) than in MEDLINE (which did not provide any directly relevant records). In contrast, in relation to antibiotic resistance, the drug indexing in MEDLINE allowed more focused searching and so the searches in MEDLINE provided marginally better precision (2.56%) than EMBASE (0.97%).

Some of the relevant papers found on EMBASE were not indexed on MEDLINE and the reverse was also true. This suggests that, although the searches missed relevant records because of their focused nature, they also would have missed relevant papers had only MEDLINE or EMBASE been searched. For instance, of the five relevant papers found for the baseline event rates parameters, three were not indexed on MEDLINE. Of the seven relevant papers found for the health-related quality of life and its valuation, two were unique to MEDLINE, one was unique to EMBASE and four appeared in both databases. This indicates that searching both MEDLINE and EMBASE is required as both produced useful unique relevant papers. Further case studies may provide stronger evidence about the best combinations of databases to search.

The titles and abstracts of many records do not indicate whether the data required are contained within the full text of the document. Thus, general medical databases such as MEDLINE and EMBASE may not necessarily be the best single sources of data for all questions. The searches of the IPD (which contains full-text records) proved useful and provided the greatest number of relevant records for the incidence and prevalence parameters, with few irrelevant records for those questions. Although IPD has some overlap with MEDLINE and EMBASE all the relevant records retrieved from IPD in this case study were unique. However, in light of the cost of this database, searches in IPD may need to be undertaken as a last resort. For example, IPD could be used to search for very focused questions for which no data were found in the databases that are free at the point of use. Another alternative would be to budget for a search of IPD in the research proposal, and then this database could be used to generate relatively quick incidence and prevalence data for the model.

Unsurprisingly, the searches of both NHS EED and HEED provided good results for the resource use and cost questions. In this case study, HEED produced slightly more records (64, compared with 57 on NHS EED), but both databases contributed an equal number of relevant references for the model. Interesting relevant papers were retrieved from each database that were not indexed in the other database. This suggests that both databases should be searched. However, more research is needed to compare the usefulness of focused searches of both databases compared with broad searching on just one of these databases. To make a useful comparison of the contribution that NHS EED and HEED can make to the decision model, more research needs to be undertaken, not just in terms of the number of relevant papers found on each database, but also in terms of how much the papers contribute to populating decision models. There is also a considerable time lag with both these databases and an exploration into searching more current resources may prove useful.

The quality of life searches proved to be the most problematic of the areas considered. There are three possible reasons for this. First, published search strategies for quality of life data (which were tested out) do not focus on the measures that are required for cost-effectiveness models, in this instance, utility values. Second, very few studies have estimated utility values specifically for UTIs and related events. Third, the optimal search terms necessary to capture records that describe these data have not yet been researched and tested. This is another area that requires more exploration.

The searches for almost all questions produced a lot of duplicate records not only between the databases but also with other questions. For example, both the first and second iterations of the quality of life searches demonstrated considerable overlap with the resource use and antibiotic resistance searches.

Excluding the IPD results, the other searches found a total of 2162 records, which after between-database (within each question)
deduplication produced 1684 records, and after across-question deduplication produced 1213 records. This indicates the level of duplication of records both within each question (database duplication) and across each question (question duplication). There were 478 records that were duplicated within questions. This is to be expected, as there is considerable overlap between such databases as MEDLINE and EMBASE, and HEED and NHS EED. However, despite carefully grouping the questions by topic and devising specific search strategies for each group of questions, there was also considerable overlap across questions (471 records were found for more than one question). This case study, therefore, indicates that a topic for future studies could be whether more of the search strategies could be amalgamated, leading to less work for both the information specialist and the modeller.

This case study generated small numbers of papers from each database, so it is difficult to generalise the findings to other decision models in other topics. However, a preliminary investigation was carried out of the feasibility of using these search strategies to populate some parameters in a model on Crohn’s disease. Information on two aspects of the condition were requested: health-related quality of life and baseline event rates. The search strategies for quality of life/baseline event rates conducted in this case study were tested out on the topic of Crohn’s disease. However, the strategies retrieved very high numbers of records when applied to the large body of literature on Crohn’s disease. The searches, therefore, had to be narrowed down considerably to retrieve a more manageable number of references for the modeller. More research needs to be undertaken with other decision models to ascertain how far the approaches and strategies devised for the case study can be applied easily and effectively to search for information to populate common topic areas of models.

From this case study it can be seen that focused searching in single databases can miss relevant records. One way to reduce this possibility is to expand the number of resources searched for each question. An acceptable level of focus in search strategies and the number of resources searched will ultimately be determined by the resources available to the project. It is important to record the decisions made about the levels of focus in the search strategies and the resources used, to enable readers to appreciate the inevitable compromises that may have been made in identifying evidence to inform the decision model.

**Effects of selection bias on treatment outcomes**

**Background**

The second area where, at the outset of the study, it was felt that more methods guidance for decision modelling was required, was how to handle bias in parameter estimates incorporated into decision models.

Under the general heading of uncertainty, it is important to distinguish between bias and precision. In recent years, literature has emerged on methods: (1) to quantify the imprecision with which input parameters in models are estimated; (2) to assess the implications of that imprecision for the uncertainty associated with decisions about the use of health technologies; and (3) to feed this into decisions about future research priorities. However, uncertainty is also present in models because of the quality of the evidence used to derive input parameters. This applies, in particular, to the potential for selection bias to affect estimates of the relative treatment effect taken from non-randomised studies.

The need to develop methods with which selection bias can be reflected in the uncertainty built into decision-analytic models was identified as a gap in the guidelines of best modelling practice.

**Objective**

The original protocol set out to undertake a scoping exercise of the literature describing the effect of selection bias in terms of the uncertainty associated with an estimate of treatment effect. The authors were only interested in papers where this uncertainty had been quantified; for example, by inflating the standard error around the treatment effect estimate. The scoping review was also to have included papers on suggested methods of reflecting selection bias in decision models.

**Methods**

To inform this, a literature scoping exercise was undertaken to assess the availability of literature which has: (1) quantified the effect of selection bias in terms of the uncertainty associated with a measure of treatment effect (e.g. by increasing the standard error around the measure); and (2) suggested methods of reflecting selection bias in decision models. It is expected that this scoping exercise will provide signposts for future methods research, including full systematic reviews.
papers that explore quantification of bias is not straightforward and has been little researched. The indexing of research methods literature in databases such as MEDLINE is poor because the focus of the database tends to be on indexing clinical content. Retrieval is hampered by the fact that words that suggest that a paper may cover methods issues frequently occur in the title or abstract of clinical research papers even when methodological issues are not discussed. Consequently, methodological terms such as outcome, randomised, generalised and search strategy produce lots of irrelevant records. Many of the keywords relevant to the topic of bias are frequently cited in the abstract or indexing without bias being the main subject of the paper, and many papers mention the need to quantify or take account of bias without taking this any further. In addition, the lexicon of terms describing issues of relevance to a quantification of selection bias is not well established and it is, therefore, very difficult to derive an adequately sensitive search strategy that does not also produce large numbers of irrelevant records.

The size of the literature relating to bias is very large. Searching on MEDLINE alone using the term bias produced over 32,000 records, most of which will not be papers that quantify an exaggerated or underestimated treatment effect. A scoping search (see Appendix 8a) limited to specified research designs and using major MeSH, limiting ‘bias’ to the title and using proximity operators to link text terms closely, still retrieved 9447 papers in MEDLINE. This was considered an impractical number for sifting in the time available, and yet it was recognised that this search would still fail to retrieve many relevant papers that were not indexed correctly or that did not use the specified terminology.

Search strategy
A focused, and inevitably more pragmatic, search strategy was devised using major MeSH, MeSH subheadings and terms limited to the title and linked by proximity operators (see Appendix 8b). The search terms were chosen to achieve a balance between sensitivity (high retrieval rates of relevant records) and precision (high rates of relevance among retrieved records). The literature searches were restricted to records published in 1990 onwards owing to constraints of time and resources. Although financial constraints did not allow for translations, no language restrictions were applied.

Although this strategy did not aim to uncover all papers in this field, it was anticipated that it would retrieve some significant relevant papers. The following databases were searched (12–13 May 2003):

- DARE (CRD administration database version using the CAIRS interface)
- EMBASE (1980 to week 19 2003) (Ovid)
- HTA Database (http://nhscrd.york.ac.uk/welcome.htm)
- MEDLINE (1966 to April week 4 2003) (Ovid)
- NHS EED (CRD administration database CAIRS using software)

Results

Records identified
These searches retrieved 768 references. Two reviewers independently assessed the records retrieved for relevance. After assessing half of the references, it was found that agreement was reached in 88% of cases. There was a high level of rejection and disagreement around relevance. For references that were judged to be relevant by at least one reviewer (27% of all references), agreement was reached in only 19% of cases. Most importantly, neither reviewer was confident that rejected titles did not contain relevant information. It was concluded that, ideally, it would be necessary to order and assess the full papers of all 768 references. This was not considered practicable within the available time and funding.

It was concluded that this question could not be addressed using the range of search strategies of decreasing sensitivity that had been devised. Therefore, the approach was adopted of contacting experts in the field and checking citations. Fourteen relevant references were identified (see Appendix 8c for the data extraction tables). Few of these references had been included amongst the 768 identified from the electronic databases, confirming the assessment that focused strategies would miss relevant records.

Summary of study findings
Three studies did not provide actual estimates of bias. Of the remaining 11 studies, the following five concluded that a non-randomised trial design is associated with bias.

Ioannidis and colleagues compared results of randomised and non-randomised studies that
evaluated medical interventions and examined characteristics that may explain discrepancies between randomised and non-randomised studies. They identified 45 diverse topics for which both randomised trials \((n = 240)\) and non-randomised studies \((n = 168)\) had been performed. Very good correlation was observed between the summary odds ratios of randomised and non-randomised studies; however, non-randomised studies tended to show larger treatment effects. The summary results of the two types of design differed beyond chance in seven cases (16%). Discrepancies beyond chance were less common when only prospective studies were considered (8%). In 28 cases (62%), the natural logarithm of the odds ratio differed by at least 50%, and in 15 cases (33%), the odds ratio varied at least two-fold between non-randomised studies and randomised trials. This led the authors to conclude that despite good correlation between randomised trials and non-randomised studies – in particular, prospective studies – discrepancies beyond chance do occur and differences in estimated magnitude of treatment effect are very common.

Kunz and Oxman\(^4\) compared the results of randomised and non-randomised controlled trials of the same interventions. They found that failure to use random allocation and concealment of allocation was associated with relative increases in estimates of effects of 150% or more, relative decreases of up to 90%, inversion of the estimated effect and, in some cases, no difference. On average, failure to use randomisation or adequate concealment of allocation resulted in larger estimates of effect owing to a poorer prognosis in non-randomly selected control groups compared with randomly selected control groups.

Sacks and colleagues\(^5\) compared the use of RCTs and historically controlled trials (HCTs) for clinical trials. They found that in 44 out of 56 HCTs (79%) the therapy was better than the control regimen, but only ten out of 50 RCTs (20%) agreed. For each therapy, the treated patients in RCTs and HCTs had similar outcomes. The difference between RCTs and HCTs of the same therapy was largely due to differences in outcome for the control group, with the HCT control patients generally faring worse than the RCT control groups. Adjustment of the outcomes of HCTs for prognostic factors, when possible, did not appreciably change the results. Sacks and colleagues concluded that biases in patient selection could irretrievably weight the outcome of HCTs in favour of new therapies, while RCTs may miss clinically important benefits.

Schulz and colleagues\(^6\) examined whether inadequate approaches to RCT design and execution are associated with evidence of bias in estimating treatment effects. They found that trials in which concealment was either inadequate or unclear yielded larger estimates of treatment effects. Odds ratios were exaggerated by 41% for inadequately concealed trials and by 30% for vaguely concealed trials. This led the authors to conclude that inadequate methodological approaches in controlled trials, particularly those representing poor allocation concealment, are associated with bias.

Shadish and Ragsdale\(^7\) sought to question the practice in psychotherapy meta-analyses of combining results from controlled experiments that use random and non-random assignment without examining whether the two methods give the same answer. With the use of outcome studies of marital and family therapy, 64 experiments using random assignment yielded consistently higher mean post-test effects and less variable post-test effects than 36 studies using non-random assignment. This difference was reduced by about half by taking into account various covariates, especially pre-test effect size levels and various characteristics of control groups. Shadish and Ragsdale concluded that studies using non-random assignment may produce acceptable approximations to results from randomised experiments under some circumstances, but that reliance on results from randomised experiments as the gold standard is still well founded.

Contrary to the five studies above, the following six studies found similar estimates of treatment effects from observational studies or non-randomised clinical trials and RCTs.

Balk and colleagues\(^8\) examined the association between quality measures and treatment effect size in RCTs. Three of the 24 quality measures included are related to randomisation: ‘Randomisation methods described’, ‘Central randomisation site’ and ‘Allocation concealment’. They found that none of these, nor any of the other 21 quality measures, was statistically significantly associated with treatment effect. Therefore, the authors concluded that individual quality measures are not reliably associated with the strength of treatment effect across studies and medical areas.

Benson and Hartz\(^9\) compared the results of observational studies with those of RCTs. In most cases, the estimates of the treatment effects from...
observational studies and RCTs were similar. In two of the 19 analyses of treatment effects, the combined magnitude of the effect in observational studies was outside the 95% confidence interval (CI) for the combined magnitude in the RCTs. Benson and Hartz concluded that little evidence was found that estimates of treatment effects in observational studies reported after 1984 are either consistently larger than, or qualitatively different from, those obtained in RCTs.

Britton and colleagues\textsuperscript{48} explored those issues related to the process of randomisation that may affect the validity of conclusions drawn from the results of RCTs and non-randomised studies. No obvious patterns emerged: neither the RCTs nor the non-randomised studies consistently gave larger or smaller estimates of the treatment effect. The type of intervention did not appear to be influential, though the authors state that more comparisons need to be conducted before definite conclusions can be drawn. Adjustment for differences in baseline prognostic factors in non-randomised studies often changed the treatment effect size, but not significantly; importantly, the direction of change was inconsistent. Britton and colleagues concluded that results of RCTs and non-randomised studies do not inevitably differ, and that the available evidence suffers from many limitations. Furthermore, they concluded that it may be possible to minimise any differences by ensuring that subjects included in each type of study are comparable. The effect of adjustment for baseline differences between groups in non-randomised studies is inconsistent but, where it is done, it should involve rigorously developed formulae. Existing studies have generally been too small to assess the impact of such adjustment.

Concato and colleagues\textsuperscript{49} compared the results of RCTs and observational studies that examined the same clinical topic according to the type of research design. They found that, for the five clinical topics and 99 original articles evaluated, the average results of the observational studies were remarkably similar to those of the RCTs. From this they concluded that the results of well-designed observational studies (with either a cohort or case-control design) do not systematically overestimate the magnitude of the effects of treatment compared with those in RCTs on the same topic.

MacLehose and colleagues\textsuperscript{50,51} investigated the association between methodological quality and the magnitude of estimates of effectiveness derived from RCTs and quasi-experimental and observational (QEO) studies. In a comparison of the RCT and QEO study estimates of effectiveness of any intervention, where both estimates were reported in a single paper, the authors showed that QEO study estimates of effectiveness could be valid if important confounding factors are controlled for. In a comparison of the RCT and QEO study estimates of effectiveness for specified interventions, where the estimates were reported in different papers, the authors found no association between study quality and effect size for either intervention, after taking account of study design. The primary aim of quantifying any association between methodological quality and effect size was thwarted by several obstacles. For the first comparison, the authors were unable to draw strong conclusions because of the paucity of evidence and the potentially unrepresentative nature of the evidence they reviewed. For the second comparison, the authors were unable adequately to distinguish and measure the variations in different aspects of quality between studies.

Moyer and Finney\textsuperscript{52} compared the participants, methodological features and post-treatment functioning in randomised and non-randomised studies of alcohol treatment. They found that abstinence and improvement rates following active treatment were similar for the two types of design, even when differences in study features were controlled. Moyer and Finney concluded that the contrasting strengths and weaknesses of randomised and non-randomised studies suggest that they should be considered as complementary forms of treatment evaluation in the alcohol treatment field and, perhaps, more generally.

Three studies suggest that it may be possible to minimise any differences by ensuring that subjects included in each type of study are comparable.\textsuperscript{45,48,50}

**Conclusions**

The studies identified by this scoping exercise illustrate the type of research that has been conducted into the quantification of selection bias in clinical research. This research has focused on testing the importance of conducting good quality randomised trials when testing hypotheses relating to relative treatment effects in clinical research. Which study designs have been studied is not always transparent; in some cases poorly conducted RCTs (quasi-RCTs) have been pooled together with good quality observational studies.
Overall, the findings indicate that RCTs and observational studies do not necessarily produce different results. Furthermore, where their results do differ significantly from one another, the direction of that difference is neither constant nor predictable. Comparisons of RCTs with good quality cohort studies suggest that the findings from these two designs of study can be complementary. Furthermore, where the populations included in the available RCTs are highly selected, the results from the good quality-controlled cohort study may more accurately reflect those of the ‘true’ patient population.

Importantly, this scoping exercise failed to uncover any information on the quantification of bias in uncontrolled studies. Such research designs are likely to be less reliable and more susceptible to bias than any controlled trial or controlled observational study, and yet are frequently used as part of the evidence base for the relative treatment effects of healthcare technologies.

Just before submission of this report, an HTA report was published on ‘Evaluating non-randomised intervention studies’. One of the three reviews included in the report focused on empirical evidence of bias associated with non-randomised studies. The authors found eight studies, seven of which are among the studies described above, and reached similar conclusions: “The only deducible conclusions were (a) results of randomised and non-randomised studies sometimes, but not always, differ and (b) both similarities and differences may often be explicable by other confounding factors.”

In addition, Deeks and colleagues used non-randomised studies – generated from two large, multicentre RCTs by selectively resampling trial participants according to allocated treatment, centre and period – to examine the ability of case-mix adjustment methods to correct for selection bias introduced by non-random allocation. This led them to conclude that: “Standard methods of casemix adjustment do not guarantee removal of bias. Residual confounding may be high even when good prognostic data are available, and in some situations adjusted results may appear more biased than unadjusted results.”

In decision-analytic modelling for purposes of cost-effectiveness analysis, there are frequently situations where estimates of relative treatment effects from randomised controlled trials are not available. The need to make a decision – in some cases preliminary, subject to further research – means that data from observational studies have to be used to estimate these parameters. To reflect the limitations of such data sources in decision models, the ultimate objective has to be to reflect the possible bias in the parameterisation of the model. In practice, several strategies could be used to achieve this. The first is to increase the uncertainty in the estimate of treatment effect; that is, to make the distribution that characterises the uncertainty in the parameter more diffuse.

The second approach is to include an additional ‘bias’ parameter in the model, which combines with the estimate of treatment effect from the observational study to produce a ‘bias-adjusted’ measure of treatment effect. A key issue with this approach, however, is whether, on average, the bias works to overestimate or underestimate the treatment effect for the new treatment. The literature reviewed here suggests that the direction of bias is not systematic in its direction. One solution is to assume that, on average, the biases will neither overestimate nor underestimate the treatment effect, but that there is considerable dispersion in the distribution of bias. In effect, this would amount to the same thing as adding additional uncertainty to the estimate of treatment effect.

More research is clearly required on how to handle potential bias in decision models. Indeed, the complexity of the problems is more extensive when randomised trial evidence is not available and observational evidence is the only means of estimating a treatment effect. For example, sometimes trial data are available, but from small studies, and larger observational data sets are known to exist. In this instance, the issue of whether to pool observational and trial evidence needs to be considered, and also whether the observational evidence needs to be down-weighted to reflect its potential biases.

For the purposes of modelling to support reimbursement decision-making, there is a strong argument for the use of scenario analysis; that is, to present decision-makers with alternative estimates of cost-effectiveness based on alternative ways of characterising and reflecting the potential bias in estimates of treatment effects in decision models.
Chapter 5
Discussion

Review of guidelines for quality assessment in decision models

The review of current guidelines showed that although authors may provide a consistent message regarding some aspects of modelling, in other areas the attributes presented in different guidelines conflict. In developing the synthesised guideline and checklist it has been necessary to take a line on these areas of disagreement. However, further discussion and research may well be required on some of these. For example, the extent to which the availability of data should determine the structure of a model is an area of disagreement in the literature. Here, it has been argued that, in principle, structure should not be influenced by the extent or quality of the data available to populate a model, but the authors accept that, in practice, this will not always be possible and more detailed guidance would be of value for analysts.

The focus of the research here was on the decision models used to inform the NICE technology appraisal process. Therefore, the position taken in the synthesised guideline and checklist on some aspects of good quality in decision modelling reflects the needs and constraints of that decision-maker. It is recognised that, for other types of decision-maker, some features of the checklist may need to be altered.

A preliminary assessment of the checklist showed that, in general, the checklist appears to perform well, in terms of identifying those aspects of the model that should be of particular concern to the reader. The checklist cannot, however, provide answers to the appropriateness of the model structure and structural assumptions, as these may be seen as a general problem with generic checklists and do not reflect any shortcoming with the synthesised guidance and checklist developed here. The assessment of the checklist, as well as feedback from the EAG, indicated the importance of its use in conjunction with a more general checklist or guidelines on economic evaluation.

Methods in decision modelling

The review of current guidance of good quality decision-analytic modelling for health technology assessment highlighted a number of methodological areas that have not received attention in the literature on good practice. There are many of these areas and, therefore, it was only possible to consider two specific methods areas in decision modelling: the identification of parameter estimates from published literature, and the issue of adjusting treatment effect estimates taken from observational studies for potential bias.

Chapter 4 reported a case-study decision model used to explore the use of specific searches to inform parameter estimates. It demonstrated the need to use an iterative process of communication between the information specialist and the modeller when trying to identify appropriate model data. The searches helped to identify important data to populate the model. However, the quality of life (utility) searches proved to be problematic. It is difficult to recommend specific databases for parameter estimates as the case study generated a small number of papers from each database and it appears that a more focused search strategy may miss relevant records. However, the limited time available to assess papers means that less focused searching may not be practical. Further research is required to assess what is missed in the development of generic search strategies for particular types of data (quality of life) by less focused searching, and in assessing the additional value of these types of search in terms of identifying relevant data.

Again, there is much to be gained from sharing the experience of the teams undertaking technology assessment for NICE, and of those undertaking literature searches for decision models in health technology assessment more generally. Over time, efficient searches will evolve for the main categories of parameter estimate used in decision models.

To ensure efficiency in searching to populate decision models, methods need to be available to identify those parameters to which the results of a model are most sensitive. Although standard sensitivity analysis offers one approach, formal methods of value of information analysis offer the
potential of a major contribution in this area. Although these methods are increasingly being used to inform priority setting in primary research, the role of informing priority setting in literature searching is underdeveloped and may be considered a future research priority.

When populating a model, an analyst may encounter estimates of relative treatment effect from non-randomised studies and, given the need to make a decision, it is often necessary to use these effect estimates. The non-random nature of these data does, however, mean that estimates of treatment effect can be subject to bias. Ideally, it would be desirable to reflect this in the parameterisation of the decision model. The starting point for doing this is the quantification of the extent and direction of bias; indeed, if reliable quantification of bias were available, a range of options would be available for how this could be reflected in a decision model.

Empirical studies have, in general, concluded that RCTs and observational studies do not necessarily produce different results and, when cohort studies are of particularly good quality, the two can generate similar results. Moreover, where the populations included in the available RCTs are highly selected, the results from the good quality controlled cohort study may more accurately mirror those of the ‘true’ patient population, making the results more generalisable. The review here also indicated that the direction of bias in observational data is not easily predictable. This makes adjustment within a decision model difficult to undertake.

Implications for the NICE technology assessment and appraisal process

Decision modelling is central to the NICE technology assessment process, given the complexity of the decision problems, the unavoidable nature of the decisions and the imperfections of the evidence base for all appraisals. However, it is essential to assess the quality of those models that are developed to inform the Appraisal Committee. Currently, the models submitted by consultees are subject to critical appraisal by the assessment teams. Those models developed by the assessment teams are peer-reviewed by external referees and commented upon by interested parties, including consultees. One purpose of developing the synthesised guideline and checklist was to provide a framework for this critical appraisal by various parties. There are at least two ways in which this might be achieved. The first is the use of the guideline and checklist by groups that are reviewing other analysts’ models. For example, the assessment teams may use it as a framework for their assessment of manufacturers’ models; and independent referees may find it of value in their critical review of the assessment teams’ models. The second way in which the guideline/checklist could be used is by the various analysts as they develop their models; in other words, to use it as a check on how they are developing and reporting their analyses.

An EAG (see Chapter 3) was convened and discussed the potential role of the guidance and checklist in the NICE TAR process. In general, feedback from the EAG was positive and the group was confident that the guidance and checklist would be a useful tool in the NICE TAR process for the assessment team, technical leads and committee members. A number of points emerged in discussion with the EAG and subsequently.

- It is important to consider how the checklist fits in with more general guidance on economic evaluation. It is important to realise that the checklist is not meant to be used exclusively to determine a model’s quality. Indeed, it is expected that users will refer to the synthesised guidance at each part of the critical appraisal process.
- The checklist identifies good and bad models, but what about the middle ground? Often it is relatively easy for the Appraisal Committee to identify when a model is of particularly good or poor quality. However, the benefit of the guidance and checklist will be in the identification of those models that are not at the extremes; that is, those that have both good and bad qualities. The checklist must be able to identify these aspects and provide guidance on which are most likely to compromise the model’s results.
- The checklist provides an explicit way of reviewing a model. Although the checklist is not a substitute for critical review, it can allow the interested party to gain an understanding of the model’s key components and assumptions.
- There is a need to define who the checklist is aimed at. It is likely that there are several potential users of the checklist: the TAR teams, as a marker of good model practice; technical leads; and the Appraisal Committee.
Currently, no common checklist is used in the review process. It is hoped that further discussion between the assessment teams and NICE will lead to the use of the same checklists across the groups. This would include those used for economic evaluation in general, as well as decision models in particular.

The checklist described here may be considered the starting point in terms of a checklist for decision models, but it is recognised that it is far from the finished article. This report describes how the checklist was used to assess the quality of three case-study decision models developed as part of the NICE technology appraisal process. Through extensive use by the assessment teams, the value of the checklist can be further assessed. Over time, it can be continually developed, with the purpose of providing a more sensitive framework for critical appraisal.

**Recommendations for research**

The process of developing the synthesised guideline/checklist uncovered numerous areas where further methods research may be of value. However, the focus here is on those particular methods considered in this report. On that basis, the following areas for further research have been identified.

- A systematic scoping and review of the literature pertaining to the quantification of selection bias in non-controlled studies and in controlled observational studies (cohort studies and case-control studies) is needed. More empirical research is needed to define further the level of bias in the different non-RCT study designs. Studies are needed that compare results from RCTs with those from each of the other trial designs (quasi-RCTs, non-randomised clinical trials) and with observational studies (controlled cohort studies and case–control studies).
- On the basis of improved information on the extent and direction of bias in observational studies, there is a need to assess the strengths and weaknesses of alternative ways to adjust for bias in a decision model. This process could usefully be informed by case studies, perhaps in the context of recent NICE appraisals.
- There is a need to develop and test search strategies to identify particular types of data of use within decision modelling. There is also a need to assess whether a range of resources needs to be searched for each parameter or whether a checklist of one (or several) resource per parameter type can be derived.
- There is a need for research into how to prioritise searching for parameter estimates. The use of value of information methods, in particular, is worthy of consideration.
Acknowledgements

The authors would like to acknowledge the contribution made to this project by the Expert Advisory Group in terms of the specifics of the synthesised guideline and checklists, and the development of the authors’ ideas in general relating to quality in decision modelling. However, the views expressed, and any errors, are solely those of the authors.

Contributions of the authors
Zoe Philips (Research Fellow) was responsible for the review of guidelines. She was also involved in the selection of studies, data extraction and report writing. Laura Ginnelly (Research Fellow) was involved in the review of guidelines and review of studies for Chapter 4. She was also involved in the selection of studies, data extraction and report writing. Mark Sculpher (Professor of Health and also Economics) provided input at all stages. He contributed to the review of guidelines and report writing. Karl Claxton (Senior Lecturer) provided input at all stages. He also contributed to the review of guidelines and report writing. Su Golder (Information Officer) devised the search strategies and carried out the literature searches. She was also involved in the writing of Chapter 4 of the report. Rob Riemsma (Reviews Manager) provided input at all stages. He was also involved in the writing of Chapter 4. Nerys Woolacott (Reviewer) was involved in the writing of Chapter 4. Julie Glanville (Associate Director) was involved in the literature searches for the review of guidelines and Chapter 4. She also commented on various drafts of the report.
References


References


28. Payne N, Chilcott J, McGooegan E. Liquid-based cytology in cervical screening. A report by the School of Health and Related Research, University of Sheffield, for the NCCHTA on behalf of NICE; May 2000.


31. Paisley S. Rapid reviews: less than, greater than or equal to systematic reviews. Presented at Information Specialists' Meeting: Methodologies for Technology Assessment Reports; London; 2002.


Appendix 1

Search strategies for guidelines of good practice in decision modelling

Search strategies and bibliographic databases used

The following sources were searched for studies relating to guidelines for good practice in decision-analytic modelling. A range of free text terms and subject headings was used, as appropriate. Details of the search strategies are below.

**CRD internal administration databases**

NHS EED (searched 19 December 2002)

**Databases on the Internet**

PREMEDLINE (up to 13 December 2002) (searched 17 December 2002 on OvidWeb Gateway at http://gateway.ovid.com/athens/)
SCI (1981 onwards) (searched 19 December 02 on Web of Science at http://wos.mimas.ac.uk/)
SSCI (1981 onwards) (searched 19 December 2002 on Web of Science at http://wos.mimas.ac.uk/)

**CD-ROM resources**

EconLit (1969 to November 2002) (searched 18 December 2002 on ARC Silverplatter)

A date restriction of 1990 was placed on all of the literature searches as the methods of economic evaluation are rapidly evolving and it was thought that papers before this date would not be relevant to current practices in health technology assessment. Although the project had no capacity to undertake translations, no language restrictions were applied to the searches.

**CRD internal administration databases**

NHS EED

**Search 19 December 2002 on CAIRS**

NHS EED was searched via the NHS CRD’s internal administration system. This provides a more up-to-date version of the database than the version on the Cochrane Library or the Internet and includes additional records to those in the public databases. The search strategy used was as follows:

S (economic(w)model$ or econometric(w)model$ or markov(w)model$ or mathematical(w)model$ or cost$(w)model$ or pharmacoeconomic$(w)model$ or decision$(w)model$ or decision$(w)tree$ or decision$(w)triage or decision$(w)data or decision$(w)analytic$ or decision$(w)analysis or crystal(w)ball)
S (checklist$ or check(w)list$ or standards or standardization or peer(w)review or rules or critiquing or criteria or good or bad or correct$ or bias or fundamentals recommend$ or best or strength$ or weakness$ or quality or qualities or validity or guideline$ or validation or checkpoint$ or properly or critically appraise or problems or limitations or rating(w)scale$ or framework$ or protocol$ or audit or principles or methodolog$ or validate or validation or evaluating or properties or guidance or integrity or evaluation or pros or cons)
S (economic(w)evaluation$ or economic(w)analysis or economic(w)stud$ or economic(w)submission$)
S (checklist$ or check(w)list$ or standards or standardization or peer(w)review or rules or critiquing or criteria or good or bad or correct$ or bias or fundamentals recommend$ or best or strength$ or weakness$ or quality or qualities or validity or guideline$ or validation or checkpoint$ or properly or critically appraise or problems or limitations or rating(w)scale$ or framework$ or protocol$
This identified 1371 records.

Databases on the Internet

EMBASE (1980 to week 50 2002)
Searched 17 December 2002 on OvidWeb Gateway (http://gateway.ovid.com/athens/)

1. (checklist? or check list? or standards or standardization or peer review? or rules or critiquing or criteria or good or bad or correct? or bias or fundamentals or recommend? or best or strength? or weakness? or quality or qualities or validity or guideline? or validation or checkpoint?).ti

2. (properly or critically appraise or problems or limitations or rating scale? or framework? or protocol? or audit or principles or methodology?).ti or **Methodology**/

3. (validate or validation or evaluating or properties or guidance or integrity or evaluation or pros or cons).ti.

4. (decision adj (tree or triage or data or analytic or analysis)).ti.

5. (**STOCHASTIC MODEL**/ or **MATHEMATICAL MODEL**/ or **STATISTICAL MODEL**/ or **THEORETICAL MODEL**/ or **MODEL**/ or **INDIVIDUAL BASED POPULATION MODEL**/ or **PROCESS MODEL**/ or **decision support system**/ or **medical decision making**/ or **decision theory**) and costs.hw.

6. (**STOCHASTIC MODEL**/ or **MATHEMATICAL MODEL**/ or **STATISTICAL MODEL**/ or **THEORETICAL MODEL**/ or **MODEL**/ or **INDIVIDUAL BASED POPULATION MODEL**/ or **PROCESS MODEL**/ or **decision support system**/ or **medical decision making**/ or **decision theory**) and economic$.hw.

7. ((economic? or pharmacoeconomic? or decision? or cost? or costing?) and model$).ti.

8. (markov or crystal ball).ti.

9. (**health economics**/ or **economic evaluation**/ or **cost benefit analysis**/ or **cost control**/ or **cost effectiveness analysis**/ or **cost minimization analysis**/ or **cost of illness**/ or **cost utility analysis**) and model$.hw.

10. ((markov model$ or economic model$ or mathematical model$ or cost$ model$ or pharmacoeconomic model$ or decision model$) adj2 (checklist? or check list? or standards or standardization or peer review$ or rules or critiquing or criteria or good or bad or correct? or bias or fundamentals or recommend? or best or strength$ or weakness? or quality or qualities or validity or guideline? or validation or checkpoint?)).ab.

11. ((markov model$ or economic model$ or mathematical model$ or cost$ model$ or pharmacoeconomic model$ or decision model$) adj2 (properly or critically appraise or problems or limitations or rating scales or good practices or framework$ or protocol$ or audit or principles or methodology$)).ab.

12. ((markov model$ or economic model$ or mathematical model$ or cost$ model$ or pharmacoeconomic model$ or decision model$) adj2 (validate or validation or evaluating or properties or guidance or integrity or avoiding bias or evaluation or pros or cons)).ab.

13. ((decision tree or decision triage or decision data or decision analytic$ or decision analysis or crystal ball) adj2 (checklist? or check list? or standards or peer review$ or rules or critiquing or criteria or good or bad or correct? or bias or fundamentals or recommend? or best or strength$ or weakness? or quality or qualities or validity or guideline? or validation or checkpoint?)).ab.

14. ((decision tree or decision triage or decision data or decision analytic$ or decision analysis or crystal ball) adj2 (properly or critically appraise or problems or limitations or rating scales or framework$ or protocol$ or audit or principles or methodology$)).ab.

15. ((decision tree or decision triage or decision data or decision analytic$ or decision analysis or crystal ball) adj2 (validate or validation or evaluating or properties or guidance or integrity or evaluation or pros or cons)).ab.

16. ((economic evaluation? or economic analysis or economic study$ or economic submission?) and guidelines).ti

17. or/10-15

18. or/4-9

19. or/1-3

20. 19 and 18

21. 16 or 17 or 20 limit 20 to yr=1990-2004

This resulted in 631 records.
MEDLINE (1966 to October week 5 2002)

Searched 17 December 2002 on OvidWeb Gateway (http://gateway.ovid.com/athens/)

1. (checklist? or check list? or standards or standardi?ation or peer review$ or rules or critiquing or criteria or good or bad or correct$ or bias or fundamentals or recommend$ or best or strength$ or weakness$ or quality or qualities or validity or guideline? or validation or checkpoint?).ti.
2. (properly or critically appraise or problems or limitations or rating scale? or framework$ or protocol? or audit or principles or methodolog$).ti.
3. (validate or validation or evaluating or properties or guidance or integrity or evaluation or pros or cons).ti.
4. (decision adj (tree or triage or data or analytic or analysis)).ti.
5. **"models, economic"/ or **"models, econometric"/
6. ("decision support techniques"/ or "data interpretation, statistical"/ or "decision theory"/ or "models, statistical"/ or "likelihood functions"/ or "linear models"/ or "logistic models"/ or "proportional hazards models") and "costs and cost analysis"/
7. (economic? or pharmacoeconomic? or decision? or cost? or costing?) and model$).ti.
8. (markov or crystal ball).ti.
9. **"markov chain"/
10. ((markov model$ or economic model$ or mathematical model$ or cost$ model$ or pharmacoeconomic model$ or decision model$) adj2 (checklist? or check list? or standards or standardi?ation or peer review$ or rules or critiquing or criteria or good or bad or correct$ or bias or fundamentals or recommend$ or best or strength$ or weakness$ or quality or qualities or validity or guideline? or validation or checkpoint?).ab.
11. ((markov model$ or economic model$ or mathematical model$ or cost$ model$ or pharmacoeconomic model$ or decision model$) adj2 (properly or critically appraise or problems or limitations or rating scale$ or good practice$ or framework$ or protocol$ or audit or principles or methodolog$)).ab.
12. ((markov model$ or economic model$ or mathematical model$ or cost$ model$ or pharmacoeconomic model$ or decision model$) adj2 (validate or validation or evaluating or properties or guidance or integrity or avoiding bias or evaluation or pros or cons)).ab.
13. ((decision tree or decision triage or decision data or decision analytic$ or decision analysis or crystal ball) adj2 (checklist? or check list? or standards$ or peer review$ or rules or critiquing or criteria or good or bad or correct$ or bias or fundamentals or recommend$ or best or strength$ or weakness$ or quality or qualities or validity or guideline? or validation or checkpoint?).ab.
14. ((decision tree or decision triage or decision data or decision analytic$ or decision analysis or crystal ball) adj2 (properly or critically appraise or problems or limitations or rating scale$ or framework$ or protocol$ or audit or principles or methodolog$)).ab.
15. ((decision tree or decision triage or decision data or decision analytic$ or decision analysis or crystal ball) adj2 (validate or validation or evaluating or properties or guidance or integrity or evaluation or pros or cons)).ab.
16. ((economic evaluation? or economic analysis or economic stud$ or economic submission?) and guideline$).ti
17. or/10-15
18. or/4-9
19. or/1-3
20. 19 and 18
21. 16 or 17 or 20 limit yr=1990-2002

This search identified 670 records.

PREMEDLINE (up to 13 December 2002)

Searched 17 December 2002 on OvidWeb Gateway (http://gateway.ovid.com/athens/)

1. (checklist? or check list? or standards or standardi?ation or peer review$ or rules or critiquing or criteria or good or bad or correct$ or bias or fundamentals or recommend$ or best or strength$ or weakness$ or quality or qualities or validity or guideline? or validation or checkpoint?).ti.
2. (properly or critically appraise or problems or limitations or rating scale? or framework$ or protocol? or audit or principles or methodolog$).ti.
3. (validate or validation or evaluating or properties or guidance or integrity or evaluation or pros or cons).ti.
4. (decision adj (tree or triage or data or analytic or analysis)).ti.
5. ((economic? or pharmacoeconomic? or decision? or cost? or costing?) and model$).ti.
6. (markov or crystal ball).ti.
7. ((markov model$ or economic model$ or mathematical model$ or cost$ model$ or pharmacoeconomic model$ or decision model$) adj2 (checklist? or check list? or standards or standardi?ation or peer review$ or rules or critiquing or criteria or good or bad or correct$ or bias or fundamentals or recommend$ or best or strength$ or weakness$ or quality or qualities or validity or guideline? or validation or checkpoint?).ab.
8. (markov or crystal ball).ti.
9. **"markov chain"/
10. ((markov model$ or economic model$ or mathematical model$ or cost$ model$ or pharmacoeconomic model$ or decision model$) adj2 (properly or critically appraise or problems or limitations or rating scale$ or good practice$ or framework$ or protocol$ or audit or principles or methodolog$)).ab.
11. ((markov model$ or economic model$ or mathematical model$ or cost$ model$ or pharmacoeconomic model$ or decision model$) adj2 (validate or validation or evaluating or properties or guidance or integrity or avoiding bias or evaluation or pros or cons)).ab.
model$) adj2 (checklist? or check list? or standards or standardi?ation or peer review$ or rules or critiquing or criteria or good or bad or correct$ or bias or fundamentals or recommend$ or best or strength$ or weakness$ or quality or qualities or validity or guideline? or validation or checkpoint?).ab.

8. ((markov model$ or economic model$ or mathematical model$ or cost$ model$ or pharmacoeconomic model$ or decision model$) adj2 (properly or critically appraise or problems or limitations or rating scale$ or good practice$ or framework$ or protocol$ or audit or principles or methodolog$)).ab.

9. ((markov model$ or economic model$ or mathematical model$ or cost$ model$ or pharmacoeconomic model$ or decision model$) adj2 (validate or validation or evaluating or properties or guidance or integrity or avoiding bias or evaluation or pros or cons)).ab.

10. ((decision tree or decision triage or decision data or decision analytic$ or decision analysis or crystal ball) adj2 (checklist? or check list? or standard$ or peer review$ or rules or critiquing or criteria or good or bad or correct$ or bias or fundamentals or recommend$ or best or strength$ or weakness$ or quality or qualities or validity or guideline? or validation or checkpoint?)).ab.

11. ((decision tree or decision triage or decision data or decision analytic$ or decision analysis or crystal ball) adj2 (properly or critically appraise or problems or limitations or rating scale$ or framework$ or protocol$ or audit or principles or methodolog$)).ab.

12. ((decision tree or decision triage or decision data or decision analytic$ or decision analysis or crystal ball) adj2 (validate or validation or evaluating or properties or guidance or integrity or evaluation or pros or cons)).ab.

13. ((economic evaluation? or economic analysis or economic stud$ or economic submission?) and guideline$).ti

14. or/7-12
15. or/4-6
16. or/1-3
17. 15 and 16
18. 13 or 14 or 17

This search identified 19 records.

SCI (1981 onwards) and SSCI (1981 onwards)

The following terms were restricted to the title field only and identified 204 records;

(economic evaluation* or economic analysis or economic stud* or economic submission*) and (checklist* or check list* or standard* or peer review or rules or critiquing or criteria or good or bad or correct* or bias or fundamentals or recommend* or best or strength* or weakness* or quality or qualities or validity or guideline* or validation or checkpoint* or properly or critically appraise or problems or limitations or rating scale* or framework* or protocol* or audit or principles or methodolog* or validate or validation or evaluating or properties or guidance or integrity or pros or cons)

Search 2

The terms in searches 2 and 3 were restricted to article title, keywords and abstract.

(economic model* or econometric model* or markov model* or mathematical model* or cost* model* or pharmacoeconomic model* or decision model* or decision tree* or decision triage or decision data or decision analytic* or decision analysis or crystal ball) and (checklist* or checklist? or standard$ or peer review or rules or critiquing or criteria or good or bad or correct* or bias or fundamentals recommend* or best or strength* or weakness* or quality or qualities or validity)

This search identified 175 records.

Search 3

The terms in searches 2 and 3 were restricted to article title, keywords and abstract.

(economic model* or econometric model* or markov model* or mathematical model* or cost* model* or pharmacoeconomic model* or decision model* or decision tree* or decision triage or decision data or decision analytic* or decision analysis or crystal ball) and (checklist* or checklist? or standard$ or peer review or rules or critiquing or criteria or good or bad or correct* or bias or fundamentals recommend* or best or strength* or weakness* or quality or qualities or validity)

This search identified 432 records.

This Web of Science search interface only allows a limited number of characters to be searched in any one field at any one time. The search was therefore divided into three phases and any duplicate records were identified after loading into the Endnote library.

SCI (1981 onwards) and SSCI (1981 onwards)

The following terms were restricted to the title field only and identified 204 records;

(economic evaluation* or economic analysis or economic stud* or economic submission*) and (checklist* or check list* or standard* or peer review or rules or critiquing or criteria or good or bad or correct* or bias or fundamentals or recommend* or best or strength* or weakness* or quality or qualities or validity or guideline* or validation or checkpoint* or properly or critically appraise or problems or limitations or rating scale* or framework* or protocol* or audit or principles or methodolog* or validate or validation or evaluating or properties or guidance or integrity or pros or cons)

Search 2

The terms in searches 2 and 3 were restricted to article title, keywords and abstract.

(economic model* or econometric model* or markov model* or mathematical model* or cost* model* or pharmacoeconomic model* or decision model* or decision tree* or decision triage or decision data or decision analytic* or decision analysis or crystal ball) and (checklist* or checklist? or standard$ or peer review or rules or critiquing or criteria or good or bad or correct* or bias or fundamentals recommend* or best or strength* or weakness* or quality or qualities or validity)

This search identified 175 records.

Search 3

The terms in searches 2 and 3 were restricted to article title, keywords and abstract.

(economic model* or econometric model* or markov model* or mathematical model* or cost* model* or pharmacoeconomic model* or decision model* or decision tree* or decision triage or decision data or decision analytic* or decision analysis or crystal ball) and (checklist* or checklist? or standard$ or peer review or rules or critiquing or criteria or good or bad or correct* or bias or fundamentals recommend* or best or strength* or weakness* or quality or qualities or validity)

This search identified 432 records.
CD-ROM resources

EconLit (1969 to November 2002)
Searched 18 December 2002 on ARC SilverPlatter

1. (checklist* or check list* or standards or standardized or peer review* or rules or critiquing or criteria or good or bad or correct* or bias or fundamentals or recommend* or best or strength* or weakness* or quality or qualities) in ti
2. (validity or guideline* or validation or checkpoint*) in ti.
3. (properly or critically appraise or problems or limitations or rating scale* or framework* or protocol* or audit or principles or methodolog*) in ti.
4. (validate or validation or evaluating or properties or guidance or integrity or evaluation or pros or cons) in ti.
5. Economic methodology in de
6. (decision near (tree or triage or data or analytic or analysis)) in ti.
7. ((economic* or pharmacoeconomic* or decision* or cost* or costing*) and model*) in ti.
8. (markov or crystal ball or economic evaluation* or economic analysis or economic study* or economic submission*) in ti
9. markov in de
10. criteria for decision making under risk and uncertainty in de
11. ((markov model* or economic model* or mathematical model* or cost* model* or pharmacoeconomic model* or decision model*) near (checklist* or check list* or standards or standardized or peer review* or rules or critiquing or criteria))
12. ((markov model* or economic model* or mathematical model* or cost* model* or pharmacoeconomic model* or decision model*) near (good or bad or correct* or bias or fundamentals or recommend* or best or strength* or weakness* or quality))
13. ((markov model* or economic model* or mathematical model* or cost* model* or pharmacoeconomic model* or decision model*) near (qualities or validity or guideline* or validation or checkpoint*))
14. ((markov model* or economic model* or mathematical model* or cost* model* or pharmacoeconomic model* or decision model*) near (properly or critically appraise or problems or limitations or rating scale* or good practice* or framework* or protocol* or audit))
15. ((markov model* or economic model* or mathematical model* or cost* model* or pharmacoeconomic model* or decision model*) near (principles or methodolog*))
16. ((markov model* or economic model* or mathematical model* or cost* model* or pharmacoeconomic model* or decision model*) near (validate or validation or evaluating or properties or guidance or integrity or avoiding bias or evaluation or pros or cons))
17. (decision tree or decision triage or decision data or decision analytic* or decision analysis or crystal ball) near (checklist* or check list* or standard* or peer review* or rules or critiquing or criteria or good or bad or correct* or bias or fundamentals or recommend* or best or strength* or weakness* or quality or qualities or validity or guideline* or validation or checkpoint*)
18. (decision tree or decision triage or decision data or decision analytic* or decision analysis or crystal ball) near (properly or critically appraise or problems or limitations or rating scale* or framework* or protocol* or audit or principles)
19. (decision tree or decision triage or decision data or decision analytic* or decision analysis or crystal ball) near (validate or validation or evaluating or properties or guidance or integrity or evaluation or pros or cons or methodolog*)
20. #1 or #2 or #3 or #4 or #5
21. #6 or #7 or #8 or #9 or #10
22. #16 and #17
23. #11 or #12 or #13 or #14 or #15
24. #18 or #19
25. health or medical or care or (economic evaluation*) or (cost effectiveness) or (cost utility*) or (cost benefit*) or (technology assessment) or (technology appraisal*) or pharmacoeconomic
26. 20 and 21
27. 22 and PY > 1990

This resulted in a set of 109 records.

HEED (Issue: December 2002)
Searched 19 December 2002 on CD-ROM

The following search terms were restricted to the title and abstract and identified 2085 records:

(check* or standard* or peer or rules or critiquing or criteria or good or bad or correct* or error* or fundamentals or recommend* or best or strength* or weakness* or quality or
qualities or valid* or guideline* or properly or critically or problems or limitations or rating or framework* or protocol* or audit or principles or methodolog* or evaluating or properties or guidance or integrity or bias or evaluation or pros or cons) and (model* or decision* or economic)
Appendix 2
Summary of guidelines available in structured format

Akehurst and colleagues

Structure
Statement of scope/perspective
The scope of a decision model should be clearly specified. This would include the technologies involved, the population studied and the time-frame to which it relates.

Structural assumptions
Any underlying theory and assumptions specified relating to the structure of the model should be made clear. Justification should be given for any choices made.

Consistency of structure
The structure and data in the model should be consistent with the most appropriate information (external consistency). The causal relationships included in the model should be explained and substantiated by best available evidence (inferential soundness).

Time horizon
Within the statement of scope, the time horizon of the model should be specified.

Parsimony
A model should avoid unnecessary complexity and introduce only important variables and structural components that are relevant to the scope of the model.

Data
Data identification
The data used to populate the model should be consistent with the most appropriate information.

Data incorporation
The analyst must make clear the source of all data used in the model and any assumptions that are made. Justification should be given for any choices made.

Uncertainty
The implications of all forms of uncertainty, including methodological, structural and parameter uncertainty, must be explored appropriately.

Consistency
A good decision model should be reproducible; that is, replicated by a competent analyst with differences in results explained entirely by random variation.

Internal consistency
A good decision model should be mathematically well defined for all combinations of parameter values specified as feasible. No such values should result in inconsistency in mathematical logic of the model.

External consistency
The structure and data in the model should be consistent with the most appropriate information. The outputs of the model should be assessed in relation to best available empirical evidence.

Between-model consistency
The outputs of the model should be assessed in relation to evidence from other models.

Buxton and colleagues

Structure
Strategies/comparators
Care should be taken to avoid framing the problem in an inappropriate way (e.g. by excluding a relevant alternative).

Parsimony
The model should be as simple as possible to aid understanding by decision-makers. How simple will depend on the sensitivity of the policy implications to added complexity.

Time-frame
The analyst should be careful when choosing the time-frame of the model. The analyst should distinguish between the length of the treatment effect and the time-frame of the model.

Data
Data incorporation
The analyst should respect the quality of the data in the model. Results should be presented in a way
that enables the reader to distinguish between hard data (e.g. those collected from controlled studies) and soft data (e.g. expert opinion).

**Uncertainty**
The analyst should explore uncertainty, and should test the robustness of the results by undertaking a thorough sensitivity analysis.

**Consistency**

- **Between-model consistency**
The analyst should attempt to validate the model by assessing the level of agreement with other models.

- **External consistency**
The analyst should attempt to validate the model by assessing the level of agreement with the results of intervention studies.

**Eddy**

**Structure**

- **Statement of decision problem/objective**
  A health technology assessment modelling report should contain a statement of the problem. There should be a description of the settings to which the results of the analysis can be applied and a list of the main factors that could limit the applicability of the results.

- **Structural assumptions**
  A health technology assessment modelling report should contain:
  - a description of the relevant factors and outcomes
  - a description of the model
  - a list of assumptions pertaining to the structure of the model (e.g. factors included, relationships and distributions)
  - a discussion of how the modelling assumptions may affect the results, and estimating both the direction of the bias and the magnitude of effect should also be included.

- **Consistency of structure**
  The structure of the model should make sense to people who have a good knowledge of the problem (first order validation).

**Data**

- **Data identification**
  The extent to which current knowledge is incorrect will be reflected within the model. Because of this, to the greatest extent possible, models should be based on observations from well-designed studies. The accuracy of the results of a model is limited by the accuracy of the data it uses. This is a limitation that is not limited to modelling, but a model does make data needs explicit.

- **Data incorporation**
  A health technology assessment modelling report should contain:
  - a description of the data sources (including subjective estimates), with a description of the strengths and weaknesses of each source
  - a list of assumptions pertaining to the data
  - a list of the parameter values that will be used for the base-case analysis, and a list of the ranges in those values that will be used in the sensitivity analysis
  - presentation of the results of the base-case model and sensitivity analysis.

If the analysis recommends a policy, the report should also contain:

- a list of the outcomes that required value judgements
- a description of the values assessed for those outcomes and the source of those values
- the policy recommendation and a description of the sensitivity of the recommendation to variations in the values.

**Parameter uncertainty**

Models can indicate the importance of uncertainty and poor data via sensitivity analysis. The results and implications of sensitivity analysis should be presented. Models can be used to estimate the value of additional research to obtain better data.

**Consistency**

There is no simple and universally applicable procedure for validating a model. Each case must be considered by itself. The decision to use a model should be based on a comparison with the validity of other techniques that may be used to assess the technology. A health technology assessment modelling report should contain a description of the validation methods and results.

**Internal consistency**

Any model should be able to match the data used to estimate parameters. Failure to pass this test strongly suggests that the structure of the model is faulty (second order validation).

**External consistency**

Comparing the predictions of the model with observations that were never used to construct the
model can make third order validation. However, there is a trade-off between using all available evidence for increased accuracy and not being able to test for third order validation.

Predictive validity
A fourth order validation can be defined as comparing the outcomes predicted by the model for a new and previously unobserved programme with the actual outcomes of the programme once it is implemented. This may be meaningless as the actual programme may be implemented under different conditions to those assumed in the model.

Habbema and colleagues

Structure
Statement of decision problem/objective
The first stage of a clinical decision analysis is to define the clinic problem and structure it as a decision tree. This includes descriptions of the patient, of possible diagnostic and therapeutic actions, and of the possible outcomes after treatment.

Strategies/comparators
Checking should take place to see whether the decision strategies in the tree are all clinically realistic and also whether all realistic strategies are included. It is reasonable to consider whether strategies that are executed conditional on the results of a test should also be included unconditionally in the tree. Clinically unrealistic alternatives may be included in the decision analysis to verify that they are inadequate and to check or interpret the results of realistic ones.

Data
Parameter uncertainty
Presenting calculations using best guesses as input data is not sufficient for gaining an insight into the problem and the stability of the results. Uncertainty and misspecification can have a strong influence on the outcomes of strategies modelled. This uncertainty should be explored. Types of sensitivity analysis to assess the uncertainty of a model are:

- influence analysis
- threshold analysis
- full Bayesian analysis
- bayesian influence analysis
- attribute analysis
- generalisation analysis
- scenario analysis.

Consistency
Internal consistency
Symmetry: departures from symmetry should be considered carefully because they may indicate modelling errors. There are two types of symmetry to consider:

- physiological symmetry: the part of a decision tree that relates to a patient’s underlying physiology should be symmetrical because actions cannot affect the possible states of nature that may occur
- complications symmetry: morbidity, mortality or financial costs that can accrue from one action in one context can also accrue from the same action in another context.

Halpern and colleagues

Structure
Statement of decision problem/objective
The question that the model is to answer must be explicitly stated to ensure that the reason for developing the model is made clear. The disease(s) or condition(s) being modelled, interventions in question, specific study populations and study perspective need to be stated. Good practices cannot result unless there is a clear starting basis. Good practice requires the decisions made in the planning and development of a model to be appropriate; if these decisions are flawed, the value of the model will be greatly limited regardless of subsequent development efforts.

Statement of scope/perspective
Within the statement of the study question, the perspective of the study must be stated. This needs to be determined at the outset of the study. This refers to the limits or boundaries of a model: the time-frame, populations, comparators, setting, country or region, payment system, discount rate used (if applicable), index patients or disease characteristics. The scope will depend on the disease/condition and intervention under study. Much of the scope may be determined by the available data; alternatively, models may be developed to generate estimates of outcomes or other parameters (such as event probabilities) where none exists.

Model perspective also needs to be determined and clearly stated. Many believe that the society perspective should be used. However, the perspective should agree with the purpose of the model. The outcomes of the model will depend on
the study question but, in general, it is recommended that models include long-term or final outcomes. Models should include all relevant outcomes, including adverse events, relapse, death and loss to follow-up.

**Justification of modelling approach**
The modelling approach should be justified. It must be clear that, given the question to be answered, a model is the most (or only) appropriate approach. Models can be developed only when alternative interventions, outcomes and probabilities can be specified, or at least estimated.

**Structural assumptions**
Any potential biases and their likely direction should be recorded in a log. All suspected biases present in models, including those present by design, should be discussed and the impact of biases on modelling outcomes explored.

**Consistency of structure**
The scenario(s) or strategies to be modelled should be clinically relevant. The model must have clinical face validity, and the selected patient group must be relevant for the specific medical condition. This will usually involve clinical/specialist input. Policy makers may also make a valuable contribution, as they can provide assessment of the relevance of the study question within the social, political and budgetary environment. The steps, branches or health states in the model should follow the course of treatment or the progression of the disease, and progressions should make clinical and mathematical sense.

**Strategies/comparators**
All relevant treatment or intervention strategies must be assessed. The set of treatment alternatives should be based on a review of the literature and expert opinion. It is useful to include extreme strategies, even if they are not practical, as at least tests of the model’s internal validity. The exploration of irrelevant or nonsensical treatment options has more potential to occur in modelling than in other study methodologies.

**Model type**
The appropriate model type will be determined by the intended use of the model (descriptive versus prescriptive, clinical decision model versus policy model, disease progression versus treatment comparisons), how probabilities are incorporated (deterministic, stochastic), the use of time (decision tree versus Markov) and the control of variability (heterogeneity). Models should involve the simplest time structure feasible for appropriately assessing the modelled condition(s) and intervention(s).

**Time-frame**
The time-frame of the model should be stated within the scope. Longer term models will require discounting of costs and benefits. Discount rates should be stated within the model scope.

**Parsimony**
Models should only be as complex as required. Theoretically possible but non-observable branches should not be developed. Variables in the model should represent important clinical or patient factors. Variables not relevant to the condition should be excluded. Developing the model as a series of nodes, which can be evaluated individually, may enhance a model’s simplicity. Necessary model complexity is likely to change over time, as more data become available. It is recommended that, when starting a model, one should err on the side of complexity and then simplify the model when appropriate or necessary.

**Data**

**Data identification**

**General**
In approaching the development of a model, the breadth and sources of information pertaining to the condition and/or intervention under study must be assessed. Limited availability of information should not be considered an insurmountable barrier to model development; models are most needed when little information is available from other sources. However, as the specifics of the model development will be influenced by available information, this must be explored early in the modelling process. It is important to begin with the most rigorous data available. Models should be based on the highest quality of data available. Whenever possible, data should come from epidemiological studies, RCTs or prospective naturalistic studies. Both the quality and relevance of the data must be evaluated.

**Prospective data**
If trial-based data are used, all relevant trials, rather than a subset of trials, should be used. If only a subset of trials is used in the model, justification for using a subset is required. Clinical trial data should not always be regarded as the gold standard for modelling solely on the basis of coming from a randomised controlled setting. RCTs are not always well designed, and problems in trial design can lead to spurious results. The use of small RCTs can lead to inaccurate model parameters and the generalisability of trial-based
results can be questioned. Therefore, the quality and relevance of trial-based data, as well as other studies, must be evaluated before use. The evaluation of prospective data should include:

- availability of data (are they published in a peer-reviewed journal?)
- sample size
- period (duration) and frequency of data collection
- degree of patient follow-up
- patient population characteristics
- methods of data collection.

**Retrospective data**

When using retrospective data, the completeness of a retrospective data set should be assured to ensure that the data were not derived from a potentially biased subset of patients or that specific data points are not systematically missing. The specific patient population comprising the retrospective data should be considered.

**Expert opinion**

The selection of experts to participate in model building is important. It should include individuals with substantial credibility in their fields that are likely to be opinion leaders. They should come from a variety of practice settings and geographical locations. The credibility and reputation of experts should be evaluated before inclusion. If individual data collection is being performed, a structured workbook, which includes existing information, and closed ended questions should be used. If group interviews are taking place, five to eight experts should be involved. Authors do not recommend extensive piloting of instruments to elicit expert opinion (validity of experts' opinions cannot be ascertained), but do recommend face validity tests to ensure clarity and completeness. To reduce biases in expert opinion, modified Delphi panels should be used. The nominal group technique may also be appropriate for certain information generated by clinical opinion.

**Cost data**

The quality of the values used for costs in terms of source and method of collection needs to be assessed. Standard national sources (e.g. MIMS) represent agreed-upon standards and are a useful basis for analysis.

**Data modelling**

**Data synthesis**

Appropriate methods should be used to combine data from disparate sources such as random effects meta-analysis. The technique should be carried out in a rigorous and systematic fashion incorporating all relevant literature.

**Discounting of costs and health effects to present values**

If the model relates to a long period, discounting of costs and benefits to present values is required. The base-case model should have the same discount rate attached to cost and outcome. The effect of different discount rates for costs and benefits should be assessed in sensitivity analysis.

**Analysis of trial data**

When using information from RCTs, ITT results should always be used, as this will reflect the real world to a greater extent than on-therapy results. Judgement on whether ITT data reflect the real world needs to be made.

**Utility estimates**

The source of any utility weights, and the methods used to collect them, must be described. Utility weights should be collected from non-healthcare personnel, either patients or the informed public, based on the model and study constraints. The most appropriate methodology for collecting utilities will depend on the condition or intervention under study. In general, the standard gamble technique should be used.

**Data incorporation**

The use of deterministic models is recommended in most circumstances as the additional time, expense and complexity involved in stochastic modelling are not worth the gain in precision. In many cases it is reasonable to use only a point estimate and a range of values for the likelihood of a given modelled event. It may be difficult to determine the distribution of an event's likelihood, in which case a deterministic approach is appropriate. Moreover, probability distributions within a model may be correlated, in which case the specification of independent probability distributions would be inappropriate. The main advantage of a stochastic approach is that repeated sampling can be used to evaluate the uncertainty around modelled outcomes.

To evaluate the appropriateness of model parameters, the sources of all values should be listed. This will include event probabilities, healthcare resource utilisation (it is important to separate resource utilisation associated with different treatment pathways), utilities (including method of collecting utilities) and unit costs. The inclusion of indirect costs will depend on the condition being modelled, the perspective of the model and the intended audience. If indirect costs
are included in the model, the source and values used must be specified clearly.

**Uncertainty**

**Parameter**
Parameters with the greatest level of uncertainty (e.g. values from expert opinion), the greatest degree of variation, or greatest influence on the model outcomes should be included in sensitivity analysis. The sensitivity values for each parameter should be justified. Justification should be given for the choice of values used in sensitivity analysis. Multidimensional sensitivity analysis should be performed, but by only varying correlated parameters. This permits evaluation of a broader range of variability than unidimensional analysis, but provides easier interpretation than with independent modifications of uncorrected parameters.

**Methodological**
The effect of discounting should be assessed.

**Heterogeneity versus variability**
The inclusion of different costs is not a sensitivity analysis, but rather an adaptation of the model to a new setting.

**Consistency**

**Internal consistency**
Probabilities should sum to one. The model should exhibit symmetry (the modelled prognosis must be the same for the same condition/treatment combinations in different sections of the model). The distinction between decision and chance nodes is important. The model should make intuitive sense. Sensitivity analysis with extreme values can be used to assess whether the model is behaving appropriately. Any incongruities should be evaluated.

**Between-model consistency**
Comparing a model’s results with those from similar models can validate a model.

**External consistency**
It is unlikely that data will exist to be able to compare the results of the model with actual data. It may be possible to compare intermediate outcomes from the model with actual data.

**Hay and Jackson**

**Structure**

**Statement of scope/perspective**
Societal perspective is preferable, although there is continued controversy over the relevance of the society perspective for some decision-makers. The use of a narrower perspective can be presented alongside the broader societal perspective.

**Structural assumptions**
In every study, several choices are required to fit the model to the research question. The choice of assumptions should be realistic and should reflect available data. The validity of the model will rest on whether its assumptions are reasonable in the light of the needs and the purposes of the decision-maker and whether, after close examination, its implications make sense.

**Consistency of structure**
A model should be shown to demonstrate face validity.

**Strategies/comparators**
A standard of care should be used as the appropriate comparator.

**Model type**
Rather than modelling repeated events as a separate branch in a complicated decision tree, state transition models may be more appropriate. Other alternative model structures include difference equations, deterministic models, stochastic models and discrete event simulations.

**Time horizon**
The time horizon of the model should be the duration for which a drug can be expected to impact meaningfully on a patient’s health.

**Data**

**Data identification**

**General**
Wherever choices are made, conservative values of all parameters should be chosen, and the base case should represent the most plausible assumptions.

**Costs**
Decisions regarding cost estimates should be transparent and based on sound rationale.

**Premodel data analysis**

**Methods for discounting costs and health effects to present values**
In making discounting decisions, both costs and benefits should be discounted at the same rate.

**Methods for analysing trial data**
As far as possible, data should be analysed at the individual level for both costs and outcomes. Analysis of data from all study subjects is necessary.
to interpret clinical trial data for pharmacoeconomic modelling. However, although ITT analysis is important, it is not the only way to analyse RCT data.

**Uncertainty**

**Parameter uncertainty** is generally handled on a qualitative basis with either univariate or multivariate sensitivity analysis or maximum–minimum analysis, or quantified using statistical techniques such as the Delta method, joint confidence intervals, bootstrapped estimates or Monte-Carlo simulation. Although it is generally agreed that the application of multivariate sensitivity analysis is necessary, there is ongoing controversy over its value.

**Structural**

No proven method exists to validate structural uncertainties due to either parameter values assigned or the mathematical form in which the parameter values are combined, except to compute cost-effectiveness ratios for each alternative structural assumption and examine the appropriateness of results.

**Consistency**

**Internal consistency**
Each model should be shown to demonstrate face validity.

**External validity**
Wherever possible, models should be validated against other data sets.

**Predictive validity**
Each model should be shown to demonstrate predictive validity.

**ISPOR Task Force**

**Structure**

**Statement of scope/perspective**
The model should be structured so that the inputs and outputs are relevant to the decision-making perspective (costs and consequences). Both costs and health consequences should reflect the decision-making perspective. If a perspective narrower than societal is used, there should be discussion, at least qualitatively, of the implications of broadening the perspective.

**Consistency of structure**
The structure of the model should be consistent with a coherent theory of the health condition.

This does not mean that all causal links need to have been proved, rather that links used should not be contraindicated by available evidence. The structure of the model should reflect the essential features of the disease and its interventions irrespective of data availability, but it is reasonable that data availability will affect choices regarding model structure. For example, a particular staging system that is commonly used in trials may be preferable to use to define health states than another that is less used but performs better in differentiating costs and/or health-related quality of life.

**Structural assumptions**

If evidence regarding structural assumptions is incomplete then limitations of the evidence supporting the chosen model structure should be acknowledged. If possible, sensitivity analysis using alternative model structures should be performed.

**Health states**
Health states may be defined to correspond to either the underlying disease process or observable health states, or a combination of both. However, in general, structural bias is avoided by modelling underlying disease status, and then by calibrating outputs to data on observable clinical status. States should not be omitted because of lack of data. Reasons to include additional subdivisions of health states may be based on their clinical importance, their relation to mortality or to quality of life, or cost. Disease states that may not be considered clinically important may well be important to include for these other reasons. Likewise, clinical states that do not affect the model’s results may be included for face validity reasons.

**Cycle length**
The cycle length should be short enough to ensure that multiple changes cannot occur within a single cycle. The cycle length should be justified.

**Parsimony**
The structure of the model should be as simple as possible, while capturing the essentials of the disease process and interventions. If simplifications are made, these should be justified on the basis that they will not materially affect the results of the model.

**Strategies/comparators**
Options and direct strategies should not be limited to the availability of direct evidence from trials or what is current practice. There should be
a balance between including a broad range of feasible options and the need to keep the model manageable, interpretable and research based.

**Heterogeneity**
Modelled populations should be disaggregated according to strata, which have different event probabilities, quality of life or costs. This is particularly important when recurrent event rates over time are correlated within subpopulations.

**Time horizon**
The time horizon of the model should be long enough to reflect important and valued differences. Lifetime horizons are appropriate for most models. Shorter time horizons can be justified on the basis of no differences in survival or long-term chronic sequelae between options. A lack of long-term follow-up data should not be used as a rationale for failing to extend the time horizon of the model to the period relevant for the decision.

**Data**

**Data identification**

**General**
A model should not be faulted because existing data fall short of ideal standards of scientific rigour. Systematic reviews of literature should be conducted on key model inputs. Evidence that this has been done, or justification for why it has not been done, should be provided. If known data sources are excluded from parameter estimation, this should be justified. Data sources and results should not be rejected solely on the basis that they do not reach thresholds that define statistical significance. Results should be reported conditional on input estimates.

**Expert opinion**
Expert opinion is a legitimate source for parameters provided these parameters are shown not to affect the results or a sensitivity analysis is performed on these parameters with a clear statement that the results are conditional on the subjective judgements. If expert opinion is used, and the results are sensitive to the elicitations, then the methods for obtaining the values should be disclosed in detail. Formal methods such as Delphi or nominal group techniques are preferred.

**Iterative data collection**
A case should be made for reasonable opportunities to obtain new additional data to have been considered before modelling. Reasonable in this context means that the cost and delay inherent in obtaining additional data are justified by the expected value of the new information in the analysis. Although formal methods of assessing the value of information exist, it is sufficient to give a heuristic argument as to why the current body of evidence was optimal.

Models should be repeatedly updated, and sometimes abandoned and replaced, as new evidence becomes available to inform their structure or input values. As a corollary, models that have been shown to be consistent with subsequent evidence, but have not been revised to calibrate against or incorporate this new evidence, should be abandoned until such recalibration has been accomplished.

**Data modelling**

**General**
Data modelling is the mathematical steps taken to transform empirical observations into a form that is useful for decision-makers. Data modelling assumptions should be disclosed and supported by evidence of their general acceptance and of their empirical validity. Key steps in developing the model should be documented. When alternative but equally defensible modelling approaches may lead to materially different results, sensitivity analysis should be performed to assess the implications of this. The base-case analysis should relate to assumptions where there is most support and alternative assumptions should be assessed in sensitivity analysis.

**Data synthesis**
Data modelling methods should follow generally accepted methods for biostatistics and epidemiology, for example meta-analysis.

**Treatment effect**
It is often appropriate to derive relative risks (or odds ratios) between treatment options in trials and superimpose these onto baseline probabilities derived from other sources (usually population based).

**Transition probabilities**
Interval probabilities from the literature need to be transformed into rates, and then into transition probabilities corresponding to the time interval (cycle time) used in the model. When transition rates or probabilities depend on events or states that may have been experienced in prior periods, this dependence should be modelled. This may be done by either incorporating a clinical/treatment history into the specification of the health states or including history as a covariate in specifying the transition probabilities.
Combining disease-specific and all-cause mortality
In general, it is acceptable to derive all-cause mortality from life tables unless an alternative source can be justified. It is not generally necessary to correct all-cause mortality for disease-specific mortality unless the disease represents a significant part of all-cause mortality.

Modelling survival
For example, exponential or Weibull forms may be used. The choice of survival function should be specified and justified. In general, all-cause mortality should be modelled non-parametrically from life tables.

Modelling risk factors
Evidence supporting additive or multiplicative effects of risk factors on baseline probabilities or rates of disease incidence or mortality should be sought.

Utility
It is preferable to use validated health-related quality of life instruments with prespecified scoring systems based on SG (Standard Gamble) or Time Trade Off (TTO). The methods for transforming health-state valuations into quality of life weights should be explicit.

Adjustment should be made for inflation or purchasing power across time and among countries. Adjustment for inflation should be based on the consumer price index, its healthcare components or one or more of its subcomponents, such as services or equipment. The choice between these will depend on whether the resource being costing is better represented by a general market basket or by a healthcare market basket. Purchaser power parities are the appropriate method for adjustments between countries.

Half-cycle correction
When appropriate, and if the difference in quality-adjusted survival is less than one cycle, the half-cycle correction should be applied.

Data incorporation
Measurement units, time intervals and population characteristics should be mutually consistent throughout the model. Specification of probability distributions for input parameters based on sampling uncertainty may be incorporated into formal probabilistic sensitivity analysis, but this is not always necessary or cost-effective. The preferred method of obtaining input distributions is to use posterior distributions from formal meta-analysis and Bayesian analysis, but practical considerations may lead to the use of expert opinion. Ranges should always accompany estimates for which sensitivity analyses are performed. Either probabilistic (first order) simulation or deterministic simulation is acceptable. If first order Monte Carlo simulation is used, evidence should be provided that random simulation errors are smaller than the effect sizes of interest. Monte Carlo simulations should be carried out with fixed random number seeds to minimise random simulation error.

Uncertainty
Parameter
All modelling should include extensive sensitivity analysis of key parameters. Either deterministic or probabilistic sensitivity analysis is appropriate. Ranges should accompany base-case estimates of all input parameters for which sensitivity analyses are performed. The choice of parameters for sensitivity analysis is a matter of judgement by the analyst. If cohort simulation is used, sensitivity analysis can be performed using probabilistic sensitivity analysis. Care should be taken to ensure that interdependence between parameters is reflected in joint distributions.

Structural
If evidence regarding structural assumptions is incomplete, then limitations of the evidence supporting the chosen model structure should be acknowledged. If possible, sensitivity analysis using alternative model structures should be performed. A structural sensitivity analysis that uses a less aggregated model can provide reassurance that the simplifications do not materially affect the results. Recommendations for conducting or designing research investigations to guide future decision-making can be based on formal value of information or informal interpretation of the implications of sensitivity analysis.

Consistency
Internal consistency
Models should only be used after careful testing to ensure that the mathematical calculations are accurate and consistent with the specifications of the model. This process should include using null or extreme values to determine whether their use produces expected results. The results of the model should make sense and be explained on an intuitive level (face validity).

Between-model consistency
Models should be developed independently from one another to permit tests of between-model corroboration. The extent to which different
models of the same decision problem reach different conclusions should be explained (cross-validation).

**External consistency**
Models should ensure that their inputs and outputs are consistent with available data (calibration). Calibration data should be independent from data used to develop the model. However, models should not be criticised if independent calibration data do not exist, but should be open to criticism if independent data do exist and the model has not been calibrated with them, or the two have been compared and the model is not consistent with the data.

**Predictive validity**
Tests of predictive validity are valuable but not essential. A model should not be criticised for failing to predict the future. However, a good model should be amenable to respecification and recalibration as new data become available. It is not necessary for every data point or structural assumption in the model to be validated in prospective studies because results should be reported conditional on input data. The criteria for determining whether, and to what degree, tests of predictive validity are required before the use of the model depend on the benefits in terms of improving the model for decision-making and the costs of delaying the flow of information while obtaining the additional data.

**McCabe and Dixon**

**Structure**

**Statement of decision problem**
The purpose of the model must be clearly specified, as this will have a fundamental impact on several aspects of the model, such as its perspective, the comparators, the complexity, data sources and outputs.

**Justification of the modelling approach**
A clear justification of the need for a model must be made, together with a justification of the approach taken (model type and structure). This will require indication of the lack of any alternative information or appraisal that demonstrates its weakness.

**Structural assumptions**
The absence of data is not in itself a justification for simplification. The structure of the model should be compared with other models and differences explained and justified. The simplicity of the model should be justified by stating what simplifying assumptions have been made. An explanation of why such simplifications will not have material impact on the results of the model should also be given.

**Consistency of structure**
It is important that the possible pathways of the model are feasible and sensible. Current practice in the decision-making context to which the model is being applied should be capable of being described by the model's structure. Not all models require absolute detail of the clinical area; simpler structures may not affect the results. The intuitively appealing notion of descriptive validity cannot be described in a clear and unambiguous manner as it is inevitably linked to the purpose of the model and knowledge about the process being modelled.

**Data**

**Data identification**

**General**
The relative importance of one data source over another is not constant. Hierarchy of data is a secondary consideration to identifying a hierarchy of parameters within the model. A full systematic review is not required for each parameter. Even a fully systematic approach to data identification and full critical appraisal of each data source would not preclude the need for sensitivity analysis. The issue of how different data sources relate to each other must be given emphasis. Any trade-offs that are made in terms of, for example, appropriateness of study population versus study design should be identified explicitly. All data that are relevant for the model need to be appraised in terms of their appropriateness to the purpose of the model and their comparability with other data sources. The implications of choosing one combination of data over another may be explored empirically.

**Data incorporation**
The inputs of a model should be compared with those of existing models, and differences explained and justified. The justification of data sources should include assessment of the importance of the parameter, in addition to assessment of the importance of the value used. All data that are relevant to the model need to be appraised in terms of their appropriateness to the purpose of the model and their comparability with other data sources. The reasons for choosing certain data over others should be justified.

**Consistency**
Because a gold-standard test for validity of outcomes rarely exists, assessment of the structure
and inputs, as well as the outputs to the model, is required. Four different aspects of the modelling process should be assessed: the structure of the model, the inputs to the model, the results of the model and the value of the model to the decision-maker.

**External consistency**
Intermediate outputs of a model should be compared with existing data if available, and final outputs of a model should be compared with prospectively collected data if appropriate. Any differences should be explained and justified. The value of the model to the decision-maker can be assessed on whether:

- the model is appropriate for the decision-making context
- the model is understandable (its level of complexity needs to be tailored to its main audience)
- the model is believable.

**Internal consistency**
The computational correctness of the model needs to be assured.

**Between-model consistency**
The structure, data and results of a model should be compared with those of existing models, and differences explained and justified.

**Predictive validity**
It is important that the predictive validity of the model focuses on the modelled relationships between inputs and outputs.

**Nuijten and colleagues**

**Structure**

*Statement of decision problem/objective*
The objective of the modelling study should be stated explicitly. The description of the objectives of a modelling study will be based on the hypothesis and does not usually differ from the objectives of a prospective pharmacoeconomic study.

*Statement of scope/perspective*
The analytical framework for the study should be described (i.e. CEA, CUA) and justified. The choice of perspective will depend on treatment patterns, the rules for reimbursement and country-specific pharmacoeconomic guidelines. The choice of perspective should be justified and the rationale explained. For example, data availability may limit the perspective of analysis.

The study population should be specified. This will be based on the clinical trial(s) study population; hence, the most relevant inclusion and exclusion criteria should be specified. Factors that may limit the applicability of the results to a wider population should be discussed. The healthcare setting to which the model relates should be specified and justified. Clinical events that do not differ statistically between intervention and control can be omitted from the model. Any limitation of the scope of the objective due to the availability of relevant data should be mentioned.

**Justification of modelling approach**
Within the introduction, there should be a description of the rationale for the study. This will include the information upon which the study hypothesis is based and justification for why a modelling study is required, including the design and methods used.

**Structural assumptions**
All assumptions that were used in structuring the model should be listed, including the process of creating the assumptions and the validation process.

**Model type**
Details should be given regarding the prognosis of the patient and how the disease progresses over time. This should be used to justify the type of model chosen and the characteristics of the model. The choice of type of model used should be justified.

**Health states**
Health states can be determined by the nature of disease progression or local treatment patterns, or both. The choice of health states should be justified.

**Cycle time**
Cycle time for Markov models should be determined by the nature of disease progression or local treatment patterns, or both.

**Strategies/comparators**
The strategies assessed within the model will depend on local treatment patterns (current treatment options, setting of treatment) and related clinical studies (e.g. surgical trials for the disease area). Relevant international and national guidelines may also be useful in determining strategies for the model. No therapy, prevention and screening options may also be relevant.

**Time horizon**
Justification should be given for the analytical
horizon. With Markov models, this is usually a lifetime perspective. For decision tree models, this is usually from onset of treatment until recovery or death.

Data
Data identification
General
The selection criteria used for studies and databases should be discussed and an indication of the potential of bias and likely direction of bias in the data sources should be given. Any search strategies used should be detailed.

Expert opinion
If expert opinion is used, the methods for eliciting this should be described in detail, and include inclusion criteria for experts and the process of eliciting opinions (e.g. number of rounds, interviews, questionnaires, postal survey). The use of Delphi panels can be justified on the basis that no other sources of data are available.

Data collection
The methods of data collection, including questionnaires or data abstraction forms, should be justified and presented in an appendix. The quality process for data entry should be described.

Premodel data analysis
The methods for determining (transition) probabilities should be described. The method used to adjust probabilities to the required cycle time of the model should be explained.

Methods for modelling survival
Assumptions and methods used to extrapolate short-term results to a longer time-frame should be given. There should be evidence that the methodology has been validated.

Data incorporation
The source of all data used in the model should be detailed. The source of all model variables should be described in sufficient detail for the reader to be aware of the type of data source. For example, where data come from RCTs, details of the results of the trial and the trial design, such as follow-up period and patient characteristics, should be given. The strengths and weaknesses and possible sources of bias inherent in each data source should be described. The methods used for determination of the range for each parameter in the model should be given and justified. The methods used for the determination of healthcare utilisation (base case and range) should be given. For Markov models, the allocation of healthcare utilisation data to health states should be described, including any assumptions made.

Costs
The source for all cost estimates should be given.

Uncertainty
Parameter
The choice of variables upon which sensitivity analysis is performed should be justified. Sensitivity analysis should be performed for the clinical variables upon which the study hypothesis is based and on the main cost drivers.

Consistency
External consistency
The results of the model should be compared with other studies or expert opinion. Any observed differences should be addressed and explained. The impact of the level of uncertainty and limitations of the modelling study should be explained. The validation methodology and methods used for quality control should be described.

Between-model consistency
The results of the model should be compared with other studies. Any observed differences should be addressed and explained.

Ramsey\textsuperscript{61}
This paper is directed at clinicians who may be faced with evaluating the results of a decision model for their own practice. It outlines the strengths and weaknesses of decision analysis before offering some guidelines for critical appraisal. Critical appraisal essentially answers three questions: Does the study apply to my patient or patient group? Are the methods used to address the problem appropriate? Do the results help me to improve the care of my patient or patient group compared with what I would have done before I read the article?

Structure
Statement of decision problem/objective
The clinical scenario should be defined clearly and precisely.

Statement of scope/perspective
The patient group that is the subject of the decision model should be well described and as specific as possible.
**Consistency of structure**
The decision pathway must be clearly displayed and justified. The outcomes following a chance node should include all that are possible for the patient. The total group of terminal nodes should be mutually exclusive and represent all major endpoints related to the condition of interest.

**Strategies/comparators**
The options included in the model should be mutually exclusive and include all options that are typical for the situation and (if applicable) the new option of interest.

**Data**

**Data identification**
**General**
As with other areas of evidence-based medicine, the analysts must search the literature and select data from the highest quality studies. The process for gathering information to populate the model should be described explicitly.

**Expert opinion**
If expert opinion is used, this should be stated explicitly.

**Data incorporation**
Citations should be provided for all values used in the model. The analyst should justify the choice of value used in the analysis when one value is used over another.

**Data modelling**

**Data synthesis**
If pooled results are used, the pooling should be done using a recognised technique such as meta-analysis.

**Utility**
The reader should be satisfied that the utility estimates associated with outcomes are credible. Credibility can be judged by:

- the size of the sample from which the utility values are derived
- whether the utility weights match the reader’s own clinical experience with similar patients
- whether the estimates are conservative (are they chosen to bias the outcome away from the new option?).

**Methods for transforming charges to costs**
Costs must be valued credibly. Costs should reflect the value of the resources rather than what is charged for those resources.

---

**Uncertainty**

**Parameter**
The reader must be aware of how uncertainty has been addressed in the model. This can be an issue of the structure of the model itself, or the values that populate the model. The value of sensitivity analysis can be assessed on:

- whether all clinically important variables were subjected to sensitivity analysis
- whether the best and worst cases met or exceeded the reader’s own judgement on the range of possible values for the parameter
- whether more than one form of sensitivity analysis (one-way, two-way, probabilistic sensitivity analysis) was used
- whether tables or figures display the range of results for parameters where varying the results alters the outcome of the analysis.

**Structural**
The reader should be made aware of how structural uncertainties have been addressed in the model.

**Consistency**

**Internal consistency**
All probabilities should sum to one.

**Sculpher and colleagues**

**Structure**

**Statement of decision problem/objective**
At the outset there should be a clear statement about the decision problem prompting the analysis. The structure of the model should be consistent with the stated decision problem.

**Consistency of structure**
The theory of disease, rather than the availability of data, should dictate the structure of the model. However, it is recognised that data availability will play some role in structuring and refining the scope of a model. For example, data may not be available to facilitate subgroup analysis, so the scope of the model may relate to a single homogeneous or ‘average’ group. If data are incomplete, or difficult to interpret, ignoring them cannot be justified. Models should combine all the information readily available at a particular point in time with current clinical or biological theory about the disease process (this should be reflected in the structure).

**Model type**
The analysts should choose the simplest model type that adequately reflects the time dependence of the disease events.
Health states
Disease states should be chosen to reflect the underlying biological process of the disease in question, and the impact of interventions, rather than health service inputs. Models should reflect accepted theory/clinical classifications of disease. The number of health states should be manageable, but sensitive to changes in the underlying disease. States should not be omitted because of lack of data. Any choices that are made should be justified. The number and definition of health states is a trade-off between descriptive realism and simplicity. Analytical methods such as cluster analysis may be helpful in justifying the choices made, although there are no agreed standards. The disease process should be understood in terms of the symptoms reported by patients.

Strategies/comparators
Options and strategies should not be limited by constraints of current practice, but a balance should be struck between modelling the full range of feasible options (given the context and perspective of the model) and time and resource constraints. The assumptions and compromises that are necessary to satisfy these constraints must be transparent and justified. The inclusion of extreme strategies is useful to serve as an anchor point for other strategies and to assess consistency.

Time horizon
The time horizon of the model should be sufficient to indicate when cost and effect differences between options are stable, but it is recognised that this is an output of the model rather than an a priori specification. Lifetime time horizons will be appropriate in most longitudinal models, but shorter horizons can be justified for some disease processes and interventions.

Cycle length
The cycle length should be the minimum interval over which pathology and symptoms in patients is expected to alter. The analyst should justify the chosen cycle length. This contrasts with a choice that is based on clinical reviews, which is inappropriate because finding the optimal length of follow-up or review should be one aspect of the options evaluated by the model. Similarly, cycle length should not be determined by the availability of data. Cycle length should be driven by what is known about the underlying disease process.

Parsimony
The model should be as simple as possible while encapsulating important factors such as time and the characteristics of the disease.

Data

Data identification
General
A model should not be criticised because of a dearth of data or because existing data fall short of scientific rigour. Best available data should be referred to as optimum available data, as it is an empirical question about whether acquiring all existing evidence to determine the ‘best available data’ is a good use of resources. Models can be used to undertake formal value of information analysis to determine the optimal data to incorporate.

Iterative data collection
The number of available iterations of the model will help to identify whether the model is based on optimum available data. If a series of models has been developed to address a particular question, with each model incorporating further primary or secondary evidence deemed cost-effective to collect and incorporate by an earlier version of the model, the data inputs are justified by virtue of the modelling process. However, in current practice, there is rarely a series of models; most results relate to a single iteration of a model. When a model is based on a single iteration, or for the first iteration of the model, the modellers should make clear that all sources of information that are available at relatively low cost in terms of researcher time have been searched for using the most appropriate parameter values. The model should be updated as information and theory change.

Expert opinion
In the context of no data being identified, the methods used to elicit expert opinion should be fully detailed. This may include:

- inclusion criteria and sample size
- descriptions of what the experts were asked and the format for the questions
- the avoidance of an attempt to forge a group consensus.

Data modelling
General
The general process of data incorporation should follow accepted methods of epidemiology and statistics such as meta-analysis.

Incorporation of transition probabilities
Interval rates from the literature should be translated into transition probabilities appropriately.

Half-cycle correction
The model should include a half-cycle correction.
**Data incorporation**

One way of reflecting parameter uncertainty is to make the parameters stochastic; that is, to incorporate a distribution rather than a point estimate. If a stochastic analysis is performed, the analyst should justify the distributions used.

**Uncertainty**

**Heterogeneity**

Different sources of uncertainty should be distinguished, especially sample uncertainty versus heterogeneity.

**Parameter**

If stochastic analysis is undertaken, the distributions for parameter values, which should reflect second order uncertainty, should be justified.

**Value of information**

Models can be used to undertake formal value of information analysis to determine the optimal data to incorporate.

**Consistency**

**Internal consistency**

The model should be checked and tested by the analyst during the modelling process to identify errors relating to model syntax and data incorporation. Simple tests include the movement of results in relation to sensitivity analysis and whether they confirm a priori expectations, or rebuilding the model in a second software package and ensuring that the results are the same.

**External consistency**

Intermediate outputs, such as the time in particular states, from the model should be checked with available data that have not been used to populate the model.

**Between-model consistency**

The results from previously developed models may be useful. Any discrepancies should be explained and justified. As different models are developed at different points in time, and other data may have been collected for other purposes, non-convergence of these sources should not be regarded as a reason to reject the model.

**Sendi and colleagues**[16]

**Consistency**

**Internal consistency**

Technical validity

This assesses the technical accuracy of the model.

One approach to ensuring technical validity is to double-implement the model in separate software. For example, a model may be developed in Excel and replicated in DATA. Any differences in model outputs indicate an error in one of the models. The source of the error should be identified and rectified. Sensitivity analysis, using extreme values, is another method of determining the technical validity of the model as it can validate the behaviour of the model. Face validity involves comparing the assumptions of what should be happening within the model to what would be expected; that is, does the modelled medical intervention produce an output that one might expect?

**Predictive validity**

Comparing intermediate and final outcomes of the model with observed data can assess predictive validity. The model should be assessed against independent (i.e. not used to develop the model) but comparable data. If the model does not agree with observed data, then either the input variables are faulty or the model has an invalid structure. One option is repeatedly to take a subset of the data, generate model results from this subset and compare these results with the remainder of the dataset.

**Between-model consistency**

This involves comparison of the model with results from other models independently addressing the same question. Any differences in results and conclusions should be justified.

**Sonnenberg and colleagues**[21]

**Structure**

**Heterogeneity**

To the extent possible, a decision model should reflect differences between alternative patient groups in terms of treatment and management pathways and disease progression. Reviewers of models should ensure that conclusions are stratified to reflect groups of patients that are meaningful in a clinical context.

**Scope of decision model**

If data are available, all factors that may be affected by a decision should be taken into account in the model. For example, alteration in the selection criteria for organ transplant may affect the waiting time for organs. If these effects can be ascertained, they should be included in the model. The perspective of the model should be considered.
**Strategies/comparators**

A decision model should include all reasonable options that are likely to be available to a clinician. Strategies included in the model should include a watchful waiting option, in addition to a ‘do nothing’ option, if this is a clinically viable option. The model should also include extreme strategies. Even if these are clinically unrealistic, they serve as anchor points against which all other strategies can be measured and also provide a means of assessing the fidelity of the model.

**Time horizon**

The model’s time horizon should match that of the actual process being considered in the analysis.

**Model type**

The choice of model type should be appropriate for the problem. It should reflect the time dependence of events being modelled. Options are:

- a simple tree: here any event of interest may happen only once and at some prespecified time; the timing of events can only be reflected by the outcome measure
- recursive and Markov models: these are required when exposure to a risk is continuous, when the timing of an event is uncertain or when the timing of occurrence of an event varies and affects the outcome. When the number of cycles is more than ten, a cycle tree is infeasible and a Markov model is preferred.

**Consistency of structure**

Authors describe a conceptual framework to explain the relationship between the decision problem and the resulting model. The framework consists of four levels.

- Biological truth: this is not usually directly or completely knowable.
- Theoretical model: this represents understanding of the biological truth, analogous to scientific theory that best explains the facts known at a given point in time. It normally amounts to enumeration of important choices and events and the relationships between them.
- Practical model: this is the most detailed model that can be constructed on the basis of the data we have. This practical model may also be constrained by a variety of simplifying assumptions, reflecting not only limitations of the data, but also limitations to the size and complexity of the model.
- Implementation model: this represents the programming of the practical model in the relevant computer software.

The move from the theoretical model to the practical model will involve assessment of available data and the requirement of simplifying assumptions to limit the size and complexity of the model. The detail of the implementation model should be no more than supported by available data. All important clinical outcomes (e.g. complications) should be represented. The model should include key variables to represent important factors in the patient population.

**Structural assumptions**

Decision models should be documented carefully so that a reviewer can determine how the original model was constructed. This documentation should include:

- all simplifying assumptions
- sources of probabilities
- relationships among parameters
- mathematical formulae (such as Bayes’ rule or life expectancy calculations)
- the software package used to construct the model.

**Data**

**Data modelling**

Utility

The utility structure should contain all of the relevant attributes.

**Data incorporation**

The source of probabilities used in the model should be documented. Most decision models are deterministic, that is, they incorporate a point estimate for each parameter. However, there is always uncertainty associated with this value. This has traditionally been addressed by $n$-way sensitivity analysis. Another type of uncertainty is statistical variation in the value of a parameter with a known mean. This uncertainty is best represented using a probability distribution. Both quantity and quality of life should be incorporated into the model.

**Uncertainty**

Parameter

Uncertainty due to statistical variation is best represented by using a probability distribution rather than a point estimate. Monte Carlo analysis can be used to assess the impact of this known variation on results, although the interpretation of these types of result in the context of decision analysis is not clear.
Consistency

Internal consistency
The practical model should behave as the theoretical model would suggest (face validity).

Common errors
Errors include:

- invalid model syntax
- conditioning of an action on an unobservable event
- violations of symmetry (all strategies must model prognosis in the same way, i.e. take account of the same variables)
- failure to link variables
- failure to apply consistent bias
- incorrectly modelling the results of a diagnostic test
- incorrectly modelling a treatment.

These errors can be used to form a set of rules from which the model can be critiqued from the perspective of the structure and programming of the model. Non-structural considerations include choice of model type, enumeration of strategies and events and choice of utility models (to take account or not to take account of utility). The model can be verified by determining its success in representing the practical model. This is largely achieved by performing and interpreting sensitivity analysis. The theoretical model should predict how the model should behave; if opposite behaviour is observed the model may be faulty or a new insight is derived.

Predictive validity
Validity refers to the ability of the decision model to recommend optimal decisions. Short of a clinical trial of a decision model, the validity of the recommended decision cannot be assessed because there is no gold standard for the quality of the decision. It would be desirable for the reviewers of decision analyses to have the original model available for inspection.

Between-model consistency
The validity of the model can be assessed indirectly by comparing its predictions with other published studies.

Soto\textsuperscript{19}

Structure

Statement of decision problem/objective
The study question addressed by the model, along with reasons for its development, including the goal and objectives of the study, should be stated. They should be clear, transparent, relevant and achievable according to available data.

Statement of scope/perspective
Ideally, a model should provide a societal perspective. However, this viewpoint should be disintegrated into multiple viewpoints, including that of the primary decision-maker to whom the study is targeted.

Consistency of structure
Clinicians and decision-makers should be involved in the development of the study question to ensure its clinical relevance. The data sources for the development of the structure of the model should be given. The model should correspond as much as possible to the real-life situation of the disease in each setting.

Justification of modelling approach
There should be substantive evidence to specify why, given the study question, a modelling approach is justified. It should be clear that modelling is the most (or only) practical approach to the problem.

Model type
The type of model chosen should be justified. This will depend on the time-frame of the events being modelled and the complexity of the interaction of various consequences of each decision option. Models should involve the simplest time structure feasible for appropriately assessing the modelled disease and therapeutic options together with enough treatment complexity to have face validity. A disease simulation model should be used when details of the history of the patient are necessary to determine prognosis.

Structural assumptions
All assumptions that have been used in building the model should be stated. The validity of the model relies on the reasonableness of its assumptions. All assumptions should be logical and reflect daily medical practice in the country chosen. The limitations and biases of assumptions should be stated. An expert advisory board can be used to validate the assumptions used in the model. The outcome(s) chosen should show effectiveness rather than efficacy. In general, they should be long-term or final outcomes. The choice of outcome should be justified.

Health states
There should be a description of the health states along with a justification for their use.
Cycle time
The cycle time should be described and justified. The validation process to define the cycle length should be described.

Time horizon
This should extend far enough into the future to capture the major clinical and economic outcomes of the alternatives under assessment. The selection of period will depend on the nature of the clinical problem.

Strategies/comparators
Information should be given regarding the study options and other relevant treatments. A reasonable set of treatment alternatives should be based on a review of published literature, clinical trials and expert opinion. Local treatment patterns and practice guidelines will affect choices made. The characteristics of all comparators in the study should be given (efficacy, adverse events and compliance).

Heterogeneity
If there is evidence that results may be different for different subgroups, a separate analysis should be conducted to reflect each subgroup.

Data
Data identification
General
The estimation of costs and outcomes should be obtained from the best designed and least biased source that is relevant to the question and the population under study. Potential validity issues and biases inherent in prospective and retrospective data sources should be recognised. The validity and accuracy of data sources used should be assessed using recognised rules to assess the quality and reliability of experimental and observational studies. The use of case reports is not recommended, as these are likely to contain bias.

Outcomes
Outcomes data can come from high-quality meta-analyses. It is important to review the methodology of the meta-analysis used in the model.

Expert opinion
Expert opinion is a valid source of data when there are few or no published data available. When using expert opinion, the following steps should be taken.

- Parameter estimates should be based on majority, not individual, opinions.

- Explicit inclusion criteria should be defined to select the experts. It is important to include experts with substantial credibility in their field as well as those from a variety of practice settings and geographical locations.

- Details of methodology used should be stated clearly, along with the process of the study (questionnaires, number of iterations, Delphi panels, etc.).

- The experts chosen should be relevant to the population under consideration. A list of participants in the expert group should be provided.

- A definition of a consensus should be determined in advance of the execution of the study.

- The possible weaknesses of the information gained, and methods used to minimise these, should be explained.

- Validation of the data would be desirable.

All details for the elicitation of expert opinion should be made available on request.

Resource use/costs
The methods used to determine units of healthcare utilisation should be described. If retrospective data are used, it is important to ascertain that the patient group matches patients in general so that the data are generalisable. The costs included in the model will depend on the disease being modelled, the perspective of the model and the intended audience. To obtain information regarding resource use, real clinical practice rather than a clinical trial should be considered.

Data incorporation
All data sources for parameters used in the model should be described in full.

Data modelling
Modelling survival
Methods used to extrapolate trial-based outcomes to obtain life expectancy should be described.

Utility
Methods used to obtain utility weights should be described clearly.

Uncertainty
Parameter
Sensitivity analysis should be carried out to assess the robustness of the conclusions when the values of variables that are highly uncertain are altered. The choice of variables for sensitivity analysis should be justified and the rationale for the
interpretation of the results of the sensitivity analysis should be defined clearly. It is advisable to use best and worst case scenarios, as well as confidence intervals. A practical approach to sensitivity analysis is to perform univariate analysis in key values in the model to ascertain under which circumstances the variable has an important impact on the results. The most appropriate method for handling uncertainty of multiple parameters is to undertake multivariate sensitivity analysis.

Confidence intervals should be calculated for the incremental cost-effectiveness ratios obtained.

**Consistency**

*Internal consistency*
All probabilities should be between zero and one and the probabilities for consequences should sum to one.

*External consistency*
A validation of the model about face and predictive validity should be undertaken.

*Between-model validation*
Any model can be partially validated by comparing its results with previously created models.

*Predictive validity*
A validation of predictive validity should be undertaken. The best way to validate a model is to carry out a prospective study to ascertain that the results are similar to the model.

**Weinstein and colleagues**

*Structure*

*Structural assumptions*
The assumptions, input parameters, and the logic connecting them to outputs should be stated with complete clarity. The model should be transparent and open to peer review.

*Data*

*Identification*
The model should be calibrated: inputs to the model should be consistent with available data.

*Uncertainty*
A balance must exist between the costs and consequences of obtaining and waiting for better data and the costs and consequences of permitting a synthesis of the available evidence to influence decisions. The EVOI (expected value of information) method is directly applicable to this.

**Consistency**

The way we evaluate models should be consistent with the purpose of the model. Cost-effectiveness models are meant to be aids to decision-making.

*Internal consistency*
Models should only be used after testing to ensure internal accuracy. A model is often subjected to extreme conditions to test whether the outputs are as expected.

*External consistency*
The model should be calibrated: inputs to the model, and outputs of the model, should be consistent with available independent data. The process of calibrating a model is likely to be iterative. The calibration process should be explicit. The results of the model should make sense in relation to the theoretical considerations underpinning the model and they should be able to be explained in intuitive terms (face validity). The model should have been subjected to peer review by a dispassionate reviewer and found to be what it claims to be.

*Between-model consistency*
Modellers should be able to explain why their model reaches different conclusions to other models of the same disease and question which use the same input data (convergent validity).

*Predictive validity*
Tests for predictive validity (concordance between actual events and model outputs) are valuable but not necessarily essential. If a model is intended to aid decision-makers and not necessarily to predict the future, then it is inappropriate to expect predictive validity. The criteria for determining whether tests for predictive validity are required depends on the benefits in terms of improving the model for decision-making and the costs of delaying the flow of information while obtaining additional data. The paper advocates the use of value of information methodology. It is inappropriate to expect that a model can predict the future accurately, because it can only incorporate the data available at the time when the model is brought to bear on the decision.
Appendix 3

Quality assessment in decision-analytic models: a suggested checklist
The following table provides a checklist for the critical appraisal of decision-analytic models developed for health technology assessment. The format is taken from the work by Sculpher and colleagues.7

<table>
<thead>
<tr>
<th>Dimension of quality</th>
<th>Attributes of good practice</th>
<th>Questions for critical appraisal</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Structure</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S1 Statement of decision problem/objective</td>
<td>There should be a clear statement of the decision problem prompting the analysis&lt;br&gt;The objective of the evaluation and of the model should be defined&lt;br&gt;The primary decision-maker should be stated clearly</td>
<td>Is there a clear statement of the decision problem?&lt;br&gt;Is the objective of the evaluation and model specified and consistent with the stated decision problem?&lt;br&gt;Is the primary decision-maker specified?</td>
</tr>
<tr>
<td>S2 Statement of scope/perspective</td>
<td>The perspective of the model (relevant costs and consequences) should be stated clearly, and the model inputs should be consistent with the stated perspective and overall objective of the model&lt;br&gt;The scope of the decision model should be specified and justified&lt;br&gt;The outcomes of the model should reflect the perspective and scope of the model and should be consistent with the objective of the evaluation</td>
<td>Is the perspective of the model stated clearly?&lt;br&gt;Are the model inputs consistent with the stated perspective?&lt;br&gt;Has the scope of the model been stated and justified?&lt;br&gt;Are the outcomes of the model consistent with the perspective, scope and overall objective of the model?</td>
</tr>
<tr>
<td>S3 Rationale for structure</td>
<td>The structure of the model should be consistent with a coherent theory of the health condition under evaluation, and the treatment pathways (disease states or branches) should be chosen to reflect the underlying biological process of the disease in question and the impact of the intervention. The structure should not be dictated by current patterns of service provision&lt;br&gt;All sources of evidence used to develop and inform the structure of the model (i.e. the theory of disease) should be described. The structure should be consistent with this evidence</td>
<td>Is the structure of the model consistent with a coherent theory of the health condition under evaluation?&lt;br&gt;Are the sources of data used to develop the structure of the model specified?&lt;br&gt;Are the causal relationships described by the model structure justified appropriately?</td>
</tr>
<tr>
<td>S4 Structural assumptions</td>
<td>All structural assumptions should be transparent and justified. They should be reasonable in the light of the needs and purposes of the decision-maker.</td>
<td>Are the structural assumptions transparent and justified?&lt;br&gt;Are the structural assumptions reasonable given the overall objective, perspective and scope of the model?</td>
</tr>
<tr>
<td>S5 Strategies/comparators</td>
<td>There should be a clear definition of the options under evaluation&lt;br&gt;All feasible and practical options relating to the stated decision problem should be evaluated. Options should not be constrained by the immediate concerns of the decision-maker or data availability, or limited to current clinical practice</td>
<td>Is there a clear definition of the options under evaluation?&lt;br&gt;Have all feasible and practical options been evaluated?&lt;br&gt;Is there justification for the exclusion of feasible options?</td>
</tr>
<tr>
<td>S6 Model type</td>
<td>The appropriate model type will be dictated by the stated decision problem and the choices made regarding the causal relationships within the model</td>
<td>Is the chosen model type appropriate given the decision problem and specified causal relationships within the model?</td>
</tr>
</tbody>
</table>

*continued*
<table>
<thead>
<tr>
<th>Dimension of quality</th>
<th>Attributes of good practice</th>
<th>Questions for critical appraisal</th>
</tr>
</thead>
<tbody>
<tr>
<td>S7 Time horizon</td>
<td>A model’s time horizon should extend far enough into the future for it to reflect important differences between options. It is important to distinguish between the time horizon of the model, the duration of treatment and the duration of treatment effect.</td>
<td>Is the time horizon of the model sufficient to reflect all important differences between options? Are the time horizon of the model, the duration of treatment and the duration of treatment effect described and justified?</td>
</tr>
<tr>
<td>S8 Disease states/pathways</td>
<td>Disease states/pathways should reflect the underlying biological process of the disease in question and the impact of interventions.</td>
<td>Do the disease states (state transition model) or the pathways (decision tree model) reflect the underlying biological process of the disease in question and the impact of interventions?</td>
</tr>
<tr>
<td>S9 Cycle length</td>
<td>For discrete time models, the cycle length should be dictated by the natural history of disease. It should be the minimum interval over which the pathology or symptoms are expected to alter.</td>
<td>Is the cycle length defined and justified in terms of the natural history of disease?</td>
</tr>
</tbody>
</table>

**Data**

D1 Data identification

Methods for identifying data should be transparent and it should be clear that the data identified are appropriate given the objectives of the model. There should be justification of any choices that have been made about which specific data inputs are included in a model. It should be clear that particular attention has been paid to identifying data for those parameters to which the results of the model are particularly sensitive. Where expert opinion has been used to estimate particular parameters, sources and methods of elicitation should be described.

Are the data identification methods transparent and appropriate given the objectives of the model? Where choices have been made between data sources, are these justified appropriately? Has particular attention been paid to identifying data for the important parameters in the model? Where expert opinion has been used, are the methods described and justified?

D2 Data modelling

All data modelling methodology should be described and based on justifiable statistical and epidemiological methods. Specific issues to consider include those listed under D2a-d, below.

Is the data modelling methodology based on justifiable statistical and epidemiological techniques?

D2a Baseline data

Baseline probabilities may be based on natural history data derived from epidemiological/observational studies or relate to the control group of an experimental study. Rates and interval probabilities should be transformed into transition probabilities appropriately. If there is evidence that time is an important factor in the calculation of transition probabilities in state transition models, this should be incorporated. If a half-cycle correction has not been used on all transitions in state transition model (costs and outcomes), this should be justified.

Is the choice of baseline data described and justified? Are transition probabilities calculated appropriately? Has a half-cycle correction been applied to both cost and outcome? If not, has this omission been justified?
<table>
<thead>
<tr>
<th>Dimension of quality</th>
<th>Attributes of good practice</th>
<th>Questions for critical appraisal</th>
</tr>
</thead>
</table>
| D2b Treatment effects | **Relative treatment effects derived from trial data should be synthesised using recognised meta-analytic techniques**  
  The methods and assumptions that are used to extrapolate short-term results to final outcomes should be documented and justified. This should include justification of the choice of survival function (e.g. exponential or Weibull forms). Alternative assumptions should be explored through sensitivity analysis  
  Assumptions regarding the continuing effect of treatment once treatment is complete should be documented and justified. If evidence regarding the long-term effect of treatment is lacking, alternative assumptions should be explored through sensitivity analysis | If relative treatment effects have been derived from trial data, have they been synthesised using appropriate techniques?  
  Have the methods and assumptions used to extrapolate short-term results to final outcomes been documented and justified?  
  Have alternative assumptions been explored through sensitivity analysis?  
  Have assumptions regarding the continuing effect of treatment once treatment is complete been documented and justified? Have alternative assumptions been explored through sensitivity analysis? |
| D2c Costs | **Costing and discounting methods should accord with standard guidelines for economic evaluation** | Are the costs incorporated into the model justified?  
  Has the source for all costs been described?  
  Have discount rates been described and justified given the target decision-maker? |
| D2d Quality of life weights (utilities) | **Utilities incorporated into the model should be appropriate for the specified decision problem** | Are the utilities incorporated into the model appropriate?  
  Is the source for the utility weights referenced?  
  Are the methods of derivation for the utility weights justified? |
| D3 Data incorporation | **All data incorporated into the model should be described and the sources of all data should be given and reported in sufficient detail to allow the reader to be aware of the type of data that have been incorporated**  
  Where data are not mutually consistent in the model, the choices and assumptions that have been made should be explicit and justified  
  The process of data incorporation should be transparent. It should be clear whether data are incorporated as a point estimate or as a distribution. If data have been incorporated as distributions as part of probabilistic analysis, the choice of distribution and its parameters should be described and justified | Have all data incorporated into the model been described and referenced in sufficient detail?  
  Has the use of mutually inconsistent data been justified (i.e. are assumptions and choices appropriate)?  
  Is the process of data incorporation transparent?  
  If data have been incorporated as distributions, has the choice of distribution for each parameter been described and justified?  
  If data have been incorporated as distributions, is it clear that second order uncertainty is reflected? |
| D4 Assessment of uncertainty | **In assessing uncertainty, modellers should distinguish between the four principal types of uncertainty** | Have the four principal types of uncertainty been addressed?  
  If not, has the omission of particular forms of uncertainty been justified? |
<p>| D4a Methodological | <strong>Methodological uncertainty relates to whether particular analytical steps taken in the analysis are the most appropriate</strong> | Have methodological uncertainties been addressed by running alternative versions of the model with different methodological assumptions? |</p>
<table>
<thead>
<tr>
<th>Dimension of quality</th>
<th>Attributes of good practice</th>
<th>Questions for critical appraisal</th>
</tr>
</thead>
<tbody>
<tr>
<td>D4b Structural</td>
<td>There should be evidence that structural uncertainties have been evaluated using sensitivity analysis</td>
<td>Is there evidence that structural uncertainties have been addressed via sensitivity analysis?</td>
</tr>
<tr>
<td>D4c Heterogeneity</td>
<td>It is important to distinguish between uncertainty resulting from the process of sampling from a population and variability due to heterogeneity (i.e. systematic differences between patient subgroups)</td>
<td>Has heterogeneity been dealt with by running the model separately for different subgroups?</td>
</tr>
<tr>
<td>D4d Parameter</td>
<td>Where data have been incorporated into the model as point estimates, the ranges used for sensitivity analysis should be stated and justified. Probabilistic analysis is the most appropriate method of handling parameter uncertainty because it facilitates assessment of the joint effect of uncertainty over all parameters (see ‘Data incorporation’, p. 92)</td>
<td>Are the methods of assessment of parameter uncertainty appropriate? If data are incorporated as point estimates, are the ranges used for sensitivity analysis stated clearly and justified?</td>
</tr>
<tr>
<td><strong>Consistency</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C1 Internal consistency</td>
<td>There should be evidence that the internal consistency of the model has been evaluated in terms of its mathematical logic</td>
<td>Is there evidence that the mathematical logic of the model has been tested thoroughly before use?</td>
</tr>
<tr>
<td>C2 External consistency</td>
<td>The results of a model should be explicable. Either results should make intuitive sense or counterintuitive results should be fully explained. All relevant available data should be incorporated into a model. Data should not be withheld for purposes of assessing external consistency. The results of a model should be compared with those of previous models and any differences should be explained</td>
<td>Are any counterintuitive results from the model explained and justified? If the model has been calibrated against independent data, have any differences been explained and justified? Have the results of the model been compared with those of previous models and any differences in results explained?</td>
</tr>
</tbody>
</table>
Appendix 4

Application of the checklist to three decision models
(a) Reviewer 1
Payne and colleagues’ LBC model

<table>
<thead>
<tr>
<th>Quality criterion</th>
<th>Question(s)</th>
<th>Response (✓, ✗ or NA)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>Is there a clear statement of the decision problem?</td>
<td>✓</td>
<td>The decision problem is to identify the likely impact of LBC screening techniques, in terms of incidence of cervical cancer and associated mortality, and in terms of costs and cost-effectiveness when compared with conventional smear testing for a typical UK population.</td>
</tr>
<tr>
<td></td>
<td>Is the objective of the evaluation and model specified and consistent with the stated decision problem?</td>
<td>✓</td>
<td>The question is specified clearly as “what would be the likely impact of the new liquid based cytology screening techniques, in terms of incidence of cervical cancer and associated mortality, and in terms of costs and cost-effectiveness when compared with conventional smear testing for a typical UK population?” The objective of the model is to simulate the life experience of a cohort of women aged 18–95 years with the alternative screening options.</td>
</tr>
<tr>
<td></td>
<td>Is the primary decision maker specified?</td>
<td>✗</td>
<td>None specified, although the report is for NICE.</td>
</tr>
<tr>
<td>S2</td>
<td>Is the perspective of the model stated clearly?</td>
<td>✓</td>
<td>Health service perspective</td>
</tr>
<tr>
<td></td>
<td>Are the model inputs consistent with the stated perspective?</td>
<td>✓</td>
<td>Inputs relate to the progression of cervical disease and associated cost, disease and non-disease-related mortality and life expectancy.</td>
</tr>
<tr>
<td></td>
<td>Has the scope of the model been stated and justified?</td>
<td>✗</td>
<td>Not specified explicitly, but most of the scope is detailed within the objective and decision problem.</td>
</tr>
<tr>
<td></td>
<td>Are the outcomes of the model consistent with the perspective, scope and overall objective of the model?</td>
<td>✓</td>
<td>Outcomes relate to life-years.</td>
</tr>
<tr>
<td>S3</td>
<td>Is the structure of the model consistent with a coherent theory of the health condition under evaluation?</td>
<td>✓</td>
<td>The model is based on three elements: a disease progression model depicting transitions through histologically recognised stages of precancer, the effect of screening on the natural history and a life table to reflect age-specific all-cause mortality.</td>
</tr>
<tr>
<td></td>
<td>Are the sources of data used to develop the structure of the model specified?</td>
<td>✓</td>
<td>The structure of the model is based on a previously published UK model of cervical screening.</td>
</tr>
<tr>
<td></td>
<td>Are the causal relationships described by the model structure justified appropriately?</td>
<td>✓</td>
<td>The structure of the model is taken directly from a previously published model, which provides justification for the causal relationships modelled. There is no reference to the primary clinical source as this was done in the original model.</td>
</tr>
</tbody>
</table>

continued
<table>
<thead>
<tr>
<th>Quality criterion</th>
<th>Question(s)</th>
<th>Response (✓, ✗ or NA)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>S4</td>
<td>Are the structural assumptions transparent and justified?</td>
<td>✗</td>
<td>Regression only occurs from CIN I. The effect of this assumption is not explored. Constant incidence of precancer, disease progression and fast growing cancers between 18 and 64 despite evidence to the contrary. The general effect of these assumptions is described. The reason why these assumptions are made is not clear, but it is likely to be because the original model from which this is based made these assumptions. Constant mortality risk from invasive cancer. This assumption is justified by referencing the primary source. The assumptions regarding the effect of LBC on test sensitivity are clear, but are not justified appropriately.</td>
</tr>
<tr>
<td>S5</td>
<td>Are the structural assumptions reasonable given the overall objective, perspective and scope of the model?</td>
<td>✓</td>
<td>Given that this is a reproduction of a published model for the specific purpose of evaluating LBC in the UK.</td>
</tr>
<tr>
<td>S6</td>
<td>Is there a clear definition of the options under evaluation?</td>
<td>✓</td>
<td>LBC compared with conventional cytology and no screening for 2-, 3- and 5-year screening intervals.</td>
</tr>
<tr>
<td>S7</td>
<td>Have all feasible and practical options been evaluated?</td>
<td>✓</td>
<td>Given the specific question addressed.</td>
</tr>
<tr>
<td>S8</td>
<td>Is there justification for the exclusion of feasible options?</td>
<td>✓</td>
<td>Annual screening is not assessed. Although this is potentially feasible, because the model suggested that biannual screening was too expensive, annual screening was probably rejected on this basis.</td>
</tr>
<tr>
<td>S9</td>
<td>Is the chosen model type appropriate given the decision problem and specified causal relationships within the model?</td>
<td>✓</td>
<td>Markov model of disease progression.</td>
</tr>
<tr>
<td></td>
<td>Is the time horizon of the model sufficient to reflect all important differences between options?</td>
<td>✓</td>
<td>Lifetime time horizon.</td>
</tr>
<tr>
<td></td>
<td>Are the time horizon of the model, the duration of treatment and the duration of treatment effect described and justified?</td>
<td>✓</td>
<td>Lifetime time horizon, screening up to 64, treatment effect NA.</td>
</tr>
<tr>
<td>S8</td>
<td>Do the disease states (state transition model) or the pathways (decision tree model) reflect the underlying biological process of the disease in question and the impact of interventions?</td>
<td>✓</td>
<td>Disease states of precancer and cancer are used. Screening options modelled as screen test results.</td>
</tr>
<tr>
<td>S9</td>
<td>Is the cycle length defined and justified in terms of the natural history of disease?</td>
<td>✗</td>
<td>Cycle length is set at 6 months, presumably because this model is based on an already published model, which applies a 6-month cycle time.</td>
</tr>
<tr>
<td>Quality criterion</td>
<td>Question(s)</td>
<td>Response (✓, ✗ or NA)</td>
<td>Comments</td>
</tr>
<tr>
<td>-------------------</td>
<td>----------------------------------------------------------------------------</td>
<td>-----------------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>D1</td>
<td>Are the data identification methods transparent and appropriate given the objectives of the model?</td>
<td>✓</td>
<td>Data for the baseline model are taken directly from a previously published model. Data for LBC effects/costs and assumptions are taken from review work carried out. The authors are not clear why they have chosen to reproduce the Sherlaw–Johnson model as opposed to others that are available. Choices are made regarding cost assumptions, but these are not justified explicitly.</td>
</tr>
<tr>
<td></td>
<td>Where choices have been made between data sources, are these justified appropriately?</td>
<td>✗</td>
<td>Data for the baseline model are derived directly from a previous model. The authors state that there is insufficient evidence for the sensitivity improvement associated with LBC, so make an assumption for the base-case model. The basis of this assumption is unclear. The effect of doubling/halving the progression rate, alternative sensitivity/specificity assumptions for LBC, the marginal cost of LBC, and test adequacy are shown by running the model with varying assumptions.</td>
</tr>
<tr>
<td></td>
<td>Has particular attention been paid to identifying data for the important parameters in the model?</td>
<td>✗</td>
<td>Authors make assessments of cost data incorporated and remark on caveats of previous model from which this model is based.</td>
</tr>
<tr>
<td></td>
<td>Has the quality of the data been assessed appropriately?</td>
<td>✓</td>
<td>Authors make assessments of cost data incorporated and remark on caveats of previous model from which this model is based.</td>
</tr>
<tr>
<td></td>
<td>Where expert opinion has been used, are the methods described and justified?</td>
<td>NA</td>
<td>No data modelling methodology are reported. Incorporated data are already in a form ready for use.</td>
</tr>
<tr>
<td>D2</td>
<td>Is the data modelling methodology based on justifiable statistical and epidemiological techniques?</td>
<td>NA</td>
<td>No data modelling methodology are reported. Incorporated data are already in a form ready for use.</td>
</tr>
<tr>
<td>D2a</td>
<td>Is the choice of baseline data described and justified?</td>
<td>✓/✗</td>
<td>Based on data from a previously published model, although there is no justification for using this model.</td>
</tr>
<tr>
<td></td>
<td>Are transition probabilities calculated appropriately?</td>
<td>?</td>
<td>Difficult to say as they are taken directly from a previous model.</td>
</tr>
<tr>
<td></td>
<td>Has a half-cycle correction been applied to both cost and outcome?</td>
<td>?</td>
<td>Not detailed.</td>
</tr>
<tr>
<td></td>
<td>If not, has this omission been justified?</td>
<td>NA</td>
<td>The relative effects associated with LBC are based largely on assumptions. The effects of these assumptions are evaluated in sensitivity analysis.</td>
</tr>
<tr>
<td>D2b</td>
<td>If relative treatment effects have been derived from trial data, have they been synthesised using appropriate techniques?</td>
<td>NA</td>
<td>The relative effects associated with LBC are based largely on assumptions. The effects of these assumptions are evaluated in sensitivity analysis.</td>
</tr>
<tr>
<td></td>
<td>Have the methods and assumptions used to extrapolate short-term results to final outcomes been documented and justified?</td>
<td>NA</td>
<td>The relative effects associated with LBC are based largely on assumptions. The effects of these assumptions are evaluated in sensitivity analysis.</td>
</tr>
<tr>
<td></td>
<td>Have alternative extrapolation assumptions been explored through sensitivity analysis?</td>
<td>NA</td>
<td>The relative effects associated with LBC are based largely on assumptions. The effects of these assumptions are evaluated in sensitivity analysis.</td>
</tr>
<tr>
<td>Quality criterion</td>
<td>Question(s)</td>
<td>Response (✓, × or NA)</td>
<td>Comments</td>
</tr>
<tr>
<td>------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>-----------------------</td>
<td>-----------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Have assumptions regarding the continuing effect of treatment once treatment is complete been documented and justified?</td>
<td>NA</td>
<td>Direct costs of screening, diagnosis and treatment are included and are taken from published sources of cervical screening/treatment costs (primary studies and Health Resource Group-based costs). All costs are up rated to 1999 values.</td>
<td></td>
</tr>
<tr>
<td>Have alternative assumptions regarding the continuing effect of treatment been explored through sensitivity analysis?</td>
<td>NA</td>
<td>Details of the original cost derivation (the primary source from where data are taken) are given. Costs associated with LBC are based largely on assumption but the effect of this assumption is described.</td>
<td></td>
</tr>
<tr>
<td>Are the costs incorporated into the model justified?</td>
<td>✓</td>
<td>Costs at 6%, life-years at 1.5% in accordance with NICE recommendations</td>
<td></td>
</tr>
<tr>
<td>Has the source for all costs been described?</td>
<td>✓</td>
<td>The outcome relates to life-years</td>
<td></td>
</tr>
<tr>
<td>Have discount rates been described and justified given the target decision-maker?</td>
<td>✓</td>
<td>All data are referenced and described</td>
<td></td>
</tr>
<tr>
<td>Are the utilities incorporated into the model appropriate?</td>
<td>NA</td>
<td>No mutually inconsistent data</td>
<td></td>
</tr>
<tr>
<td>Is the source for the utility weights referenced?</td>
<td>NA</td>
<td>Data incorporated as triangular distributions using the maximum and minimum range as endpoints</td>
<td></td>
</tr>
<tr>
<td>Are the methods of derivation for the utility weights justified?</td>
<td>NA</td>
<td>Justification given is that triangular distributions were used for simplicity</td>
<td></td>
</tr>
<tr>
<td>Have all data incorporated into the model been described and referenced in sufficient detail?</td>
<td>✓</td>
<td>Data based on range estimates for the mean</td>
<td></td>
</tr>
<tr>
<td>Has the use of mutually inconsistent data been justified (i.e. are assumptions and choices appropriate)?</td>
<td>NA</td>
<td>continued</td>
<td></td>
</tr>
<tr>
<td>Quality criterion</td>
<td>Question(s)</td>
<td>Response ($\checkmark$, $\times$ or NA)</td>
<td>Comments</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------------------------------------------------------------------------------------------</td>
<td>---------------------------------------</td>
<td>-------------------------------------------------------------------------</td>
</tr>
<tr>
<td>D4</td>
<td>Have the four principal types of uncertainty been addressed?</td>
<td>$\times$</td>
<td>Structural uncertainty not addressed</td>
</tr>
<tr>
<td></td>
<td>If not, has the omission of particular forms of uncertainty been justified?</td>
<td>$\times$</td>
<td>No justification given explicitly</td>
</tr>
<tr>
<td>D4a</td>
<td>Have methodological uncertainties been addressed by running alternative versions of the model with different methodological assumptions?</td>
<td>$\checkmark$</td>
<td>The effect of alternative discount rates has been addressed</td>
</tr>
<tr>
<td>D4b</td>
<td>Is there evidence that structural uncertainties have been addressed via sensitivity analysis?</td>
<td>$\times$</td>
<td>See above</td>
</tr>
<tr>
<td>D4c</td>
<td>Has heterogeneity been dealt with by running the model separately for different subgroups?</td>
<td>NA</td>
<td>Model applied to a general UK population of women</td>
</tr>
<tr>
<td>D4d</td>
<td>Are the methods of assessment of parameter uncertainty appropriate?</td>
<td>$\checkmark$</td>
<td>One-way and two-way sensitivity analysis along with probabilistic sensitivity analysis</td>
</tr>
<tr>
<td></td>
<td>If data are incorporated as point estimates, are the ranges used for sensitivity analysis stated clearly and justified?</td>
<td>NA</td>
<td>All range data are reported and are incorporated as triangular distributions. Cost-effectiveness acceptability frontiers presented as an appendix along with value of information analysis. Marginal cost of LBC and the specificity of the LBC test were found to account for the majority of opportunity loss</td>
</tr>
<tr>
<td>C1</td>
<td>Is there evidence that the mathematical logic of the model has been tested thoroughly before use?</td>
<td>$\checkmark$</td>
<td>Before use, the model predictions were compared with those on which the model is based</td>
</tr>
<tr>
<td>C2</td>
<td>Are any counterintuitive results from the model explained and justified?</td>
<td>NA</td>
<td>Incidence data (with 3-year screening) from the model are compared with cancer registry data: the model does not show the double-peaked incidence pattern that is shown with real data but this is because of the constant incidence assumption in the model. Test characteristics from the model are compared with actual data and differences are explained</td>
</tr>
<tr>
<td></td>
<td>If the model has been calibrated against independent data, have any differences been explained and justified?</td>
<td>$\checkmark$</td>
<td>Comparisons are made with the results of the original model. The conclusion is that this model reflects that of the earlier model. Age-specific incidence (without screening) is compared with data from a US model: differences are explained and justified</td>
</tr>
</tbody>
</table>

NA, not applicable.
### Quality Question(s) Response Comments

<table>
<thead>
<tr>
<th>Quality criterion</th>
<th>Question(s)</th>
<th>Response (✓, × or NA)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>Is there a clear statement of the decision problem?</td>
<td>×</td>
<td>It could be: Is long-term use of IFN-β cost-effective? Or to estimate the progression of relaxing–remitting MS patients receiving IFN-β or standard care. It is not clear to which type of patients the model relates.</td>
</tr>
<tr>
<td></td>
<td>Is the objective of the evaluation and model specified and consistent with the stated decision problem?</td>
<td>×</td>
<td>Although it can be inferred to relate to the evaluation of assumptions in previous cost-effectiveness models of MS/IFN-β and the effect of relaxing the clinical effectiveness assumption on cost-effectiveness.</td>
</tr>
<tr>
<td></td>
<td>Is the primary decision-maker specified?</td>
<td>×</td>
<td>None stated.</td>
</tr>
<tr>
<td>S2</td>
<td>Is the perspective of the model stated clearly?</td>
<td>×</td>
<td>Although the model presents results that include health service costs only separately from costs that include a broader society perspective.</td>
</tr>
<tr>
<td></td>
<td>Are the model inputs consistent with the stated perspective?</td>
<td>NA</td>
<td>Perspective not stated.</td>
</tr>
<tr>
<td></td>
<td>Has the scope of the model been stated and justified?</td>
<td>×</td>
<td>Not stated, although costs include MS-associated costs only.</td>
</tr>
<tr>
<td></td>
<td>Are the outcomes of the model consistent with the perspective, scope and overall objective of the model?</td>
<td>NA</td>
<td>The perspective and scope are not specified clearly. QALYs used, but there is no mention of mortality (disease and non-disease related).</td>
</tr>
<tr>
<td>S3</td>
<td>Is the structure of the model consistent with a coherent theory of the health condition under evaluation?</td>
<td>?</td>
<td>The model predicts the progression of EDSS scores over time as a proxy for the progression of MS. The use of EDSS is justified through comment that it is widely used in clinical trials of MS treatments. The EDSS is an ordinal scale from 0 (full health) to 10 (death). The model assumes a constant progression of EDSS scores over time.</td>
</tr>
<tr>
<td></td>
<td>Are the sources of data used to develop the structure of the model specified?</td>
<td>✓/×</td>
<td>The use of EDSS scores as a proxy for MS progression is referenced, as is the progression rate over time, although the constant progression assumption is not justified or appropriate given the ordinal nature of the scale.</td>
</tr>
<tr>
<td></td>
<td>Are the causal relationships described by the model structure justified appropriately?</td>
<td>×</td>
<td>The regression model was estimated from data from a trial (MSCRG trial), although details of the trial or parameters of the model are not given.</td>
</tr>
<tr>
<td>S4</td>
<td>Are the structural assumptions transparent and justified?</td>
<td>×</td>
<td>The assumptions of treatment effect are transparent but are not justified. The model assumptions (i.e. parameters and the relationship between them) are not given.</td>
</tr>
<tr>
<td></td>
<td>Are the structural assumptions reasonable given the overall objective, perspective and scope of the model?</td>
<td>?</td>
<td>Cannot make any further assessment of this with the information given in the paper.</td>
</tr>
<tr>
<td>Quality criterion</td>
<td>Question(s)</td>
<td>Response (✓, ✗ or NA)</td>
<td>Comments</td>
</tr>
<tr>
<td>-------------------</td>
<td>-------------------------------------------------------------------------------------------------</td>
<td>-----------------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>S5</td>
<td>Is there a clear definition of the options under evaluation?</td>
<td>✓</td>
<td>The options under evaluation relate to the duration of treatment (2, 5, 10 and 20 years)</td>
</tr>
<tr>
<td></td>
<td>Have all feasible and practical options been evaluated?</td>
<td>?</td>
<td>The duration of treatment options appears to be arbitrarily chosen. Results for no use of IFN-β are not reported, although the predicted progression of EDSS over 20 years for no treatment with IFN-β is presented in a figure</td>
</tr>
<tr>
<td></td>
<td>Is there justification for the exclusion of feasible options?</td>
<td>✗</td>
<td>None given</td>
</tr>
<tr>
<td>S6</td>
<td>Is the chosen model type appropriate given the decision problem and specified causal relationships within the model?</td>
<td>✗</td>
<td>The discussion of the disease process includes a description of the relapse–remitting nature of MS. This does not appear to be taken into account in this model. The model assumes a linear and continuous relationship between treatment and EDSS score over time. There is no justification for this</td>
</tr>
<tr>
<td>S7</td>
<td>Is the time horizon of the model sufficient to reflect all important differences between options?</td>
<td>✗/✓</td>
<td>The time horizon of the model is 20 years; duration of treatment is 2, 5, 10 and 20 years. Treatment effect is assumed to continue while the patient is on treatment. No justification is provided</td>
</tr>
<tr>
<td></td>
<td>Are the time horizon of the model, the duration of treatment and the duration of treatment effect described and justified?</td>
<td>?</td>
<td>The difference between options in the model relates only to the progression of EDSS score, and costs and consequences are specified according to EDSS score</td>
</tr>
<tr>
<td>S8</td>
<td>Do the disease states (state transition model) or the pathways (decision tree model) reflect the underlying biological process of the disease in question and the impact of interventions?</td>
<td>?</td>
<td>The model relates to the progression of EDSS over time. The parameters of the model are not specified</td>
</tr>
<tr>
<td>S9</td>
<td>Is the cycle length defined and justified in terms of the natural history of disease?</td>
<td>NA</td>
<td>The data identification methods are not specified</td>
</tr>
<tr>
<td></td>
<td>Are the data identification methods transparent and appropriate given the objectives of the model?</td>
<td>✗</td>
<td>The authors describe how a particular set of data was used because it matched the patient group of the MSCRG trial</td>
</tr>
<tr>
<td></td>
<td>Where choices have been made between data sources, are these justified appropriately?</td>
<td>✓</td>
<td>The crucial parameter of the model is the progression of EDSS with and without treatment. The data used to estimate this came from a trial, but no details are given to justify the use of these trial data</td>
</tr>
<tr>
<td></td>
<td>Has particular attention been paid to identifying data for the important parameters in the model?</td>
<td>✗</td>
<td>Not specified</td>
</tr>
<tr>
<td></td>
<td>Has the quality of the data been assessed appropriately?</td>
<td>✗</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Where expert opinion has been used, are the methods described and justified?</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>Quality criterion</td>
<td>Question(s)</td>
<td>Response (✓, ✗ or NA)</td>
<td>Comments</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>-----------------------</td>
<td>-----------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>D2</td>
<td>Is the data modelling methodology based on justifiable statistical and epidemiological techniques?</td>
<td>✗</td>
<td>The use of linear regression to model progression of patients through an ordinal measurement scale, and to extrapolate 2-year data to progression over 20 years is questionable</td>
</tr>
<tr>
<td>D2a</td>
<td>Is the choice of baseline data described and justified?</td>
<td>✗</td>
<td>The standard treatment and on-treatment progressions come from trial data. Details of the trial are not given</td>
</tr>
<tr>
<td></td>
<td>Are transition probabilities calculated appropriately?</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Has a half-cycle correction been applied to both cost and outcome?</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td></td>
<td>If not, has this omission been justified?</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>D2b</td>
<td>If relative treatment effects have been derived from trial data, have they been synthesised using appropriate techniques?</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Have the methods and assumptions used to extrapolate short-term results to final outcomes been documented and justified?</td>
<td>✗</td>
<td>The extrapolation of 2-year data beyond this period is documented (a linear extrapolation is assumed) but not justified</td>
</tr>
<tr>
<td></td>
<td>Have alternative extrapolation assumptions been explored through sensitivity analysis?</td>
<td>✗</td>
<td>No sensitivity analysis is performed</td>
</tr>
<tr>
<td></td>
<td>Have assumptions regarding the continuing effect of treatment once treatment is complete been documented and justified?</td>
<td>✗</td>
<td>Trial data are reported that are used to justify the assumptions regarding the continued effect of treatment once treatment is complete. However, there is no justification for the assumptions beyond the 2-year period (duration of the trial)</td>
</tr>
<tr>
<td></td>
<td>Have alternative assumptions regarding the continuing effect of treatment been explored through sensitivity analysis?</td>
<td>✗</td>
<td>No sensitivity analysis is carried out</td>
</tr>
<tr>
<td>D2c</td>
<td>Are the costs incorporated into the model justified?</td>
<td>✓</td>
<td>The costs incorporated into the model come from a previous economic evaluation of MS in the UK. The costs relate directly to EDSS score</td>
</tr>
<tr>
<td></td>
<td>Has the source for all costs been described?</td>
<td>✓</td>
<td>The source is referenced, but the study from which the costs are derived is not described, except that the study approximated that of the MSCRG trial (which is where the data for the progression equations come from)</td>
</tr>
<tr>
<td></td>
<td>Have discount rates been described and justified given the target decision-maker?</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Quality criterion</td>
<td>Question(s)</td>
<td>Response (✓, ✗ or NA)</td>
<td>Comments</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>-----------------------</td>
<td>------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>D2d</td>
<td>Are the utilities incorporated into the model appropriate?</td>
<td>?</td>
<td>The utilities used in the model were based on a regression analysis of EDSS score and utility weight derived from a previous UK study. As the regression suggested a linear relationship with a slope of 0.09, every 1-point increase in EDSS score was assumed to equate to a 10% decrement in utility weight. Since EDSS is an ordinal scale and utility weights are on a ratio scale, this assumption is questionable.</td>
</tr>
<tr>
<td></td>
<td>Is the source for the utility weights referenced?</td>
<td>✓</td>
<td>Original utility scores were taken from a published study and manipulated for use in this model.</td>
</tr>
<tr>
<td></td>
<td>Are the methods of derivation for the utility weights justified?</td>
<td>✗</td>
<td>See above</td>
</tr>
<tr>
<td>D3</td>
<td>Have all data incorporated into the model been described and referenced in sufficient detail?</td>
<td>✓/✗</td>
<td>All incorporated data are referenced but not described in sufficient detail.</td>
</tr>
<tr>
<td></td>
<td>Has the use of mutually inconsistent data been justified (i.e., are assumptions and choices appropriate)?</td>
<td>NA</td>
<td>As the data used in the model are not described, it is unclear whether mutually consistent or mutually inconsistent data have been used.</td>
</tr>
<tr>
<td></td>
<td>Is the process of data incorporation transparent?</td>
<td>✗</td>
<td>No details of the progression model are given.</td>
</tr>
<tr>
<td></td>
<td>If data have been incorporated as distributions, has the choice of distribution for each parameter been described and justified?</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td></td>
<td>If data have been incorporated as distributions, is it clear that second order uncertainty is reflected?</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>D4</td>
<td>Have the four principal types of uncertainty been addressed?</td>
<td>✗</td>
<td>Uncertainty is not addressed.</td>
</tr>
<tr>
<td></td>
<td>If not, has the omission of particular forms of uncertainty been justified?</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>D4a</td>
<td>Have methodological uncertainties been addressed by running alternative versions of the model with different methodological assumptions?</td>
<td>✗</td>
<td>See above.</td>
</tr>
<tr>
<td>D4b</td>
<td>Is there evidence that structural uncertainties have been addressed via sensitivity analysis?</td>
<td>✗</td>
<td>See above.</td>
</tr>
<tr>
<td>D4c</td>
<td>Has heterogeneity been dealt with by running the model separately for different subgroups?</td>
<td>✗</td>
<td>See above.</td>
</tr>
</tbody>
</table>
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### Quality criterion | Question(s) | Response (✓, × or NA) | Comments |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>D4d</td>
<td>Are the methods of assessment of parameter uncertainty appropriate?</td>
<td>×</td>
<td>See above</td>
</tr>
<tr>
<td></td>
<td>If data are incorporated as point estimates, are the ranges used for sensitivity analysis stated clearly and justified?</td>
<td>×</td>
<td>See above</td>
</tr>
<tr>
<td>C1</td>
<td>Is there evidence that the mathematical logic of the model has been tested thoroughly before use?</td>
<td>×</td>
<td>No consistency checks are reported</td>
</tr>
<tr>
<td>C2</td>
<td>Are any counterintuitive results from the model explained and justified?</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td></td>
<td>If the model has been calibrated against independent data, have any differences been explained and justified?</td>
<td>×</td>
<td>See above</td>
</tr>
<tr>
<td></td>
<td>Have the results of the model been compared with those of previous models and any differences in results explained?</td>
<td>✓</td>
<td>The differences are explained in terms of the assumption regarding treatment effect beyond 2 years</td>
</tr>
</tbody>
</table>

IFN-β, β-interferon; MSCRG, Multiple Sclerosis Collaborative Research Group.

**Turner and colleagues’ influenza prevention and treatment models**

### Quality criterion | Question(s) | Response (✓, × or NA) | Comments |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>Is there a clear statement of the decision problem?</td>
<td>✓</td>
<td>The decision problem is not stated explicitly in the modelling section of the report. However, it was defined earlier in the main body as being to identify optimal prevention and treatment strategies for influenza and, in particular, the role that neuraminidase inhibitors have to play. Specific questions addressed by the review are given</td>
</tr>
<tr>
<td></td>
<td>Is the objective of the evaluation and model specified and consistent with the stated decision problem?</td>
<td>✓</td>
<td>To compare options in terms of cost-effectiveness for the treatment and prophylaxis of influenza (A and B) in four separate patient groups: healthy adults, at-risk adults, children and residential care elderly. Options under evaluation are also given</td>
</tr>
<tr>
<td></td>
<td>Is the primary decision-maker specified?</td>
<td>×</td>
<td>Although the report is written for HTA/NICE</td>
</tr>
<tr>
<td>S2</td>
<td>Is the perspective of the model stated clearly?</td>
<td>✓</td>
<td>Perspective of the NHS. The impact of reduced time away from work is assessed in sensitivity analysis</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Quality criterion</th>
<th>Question(s)</th>
<th>Response (✓, × or NA)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Are the model inputs consistent with the stated perspective?</td>
<td>✓</td>
<td>Health service costs and QALYs</td>
<td></td>
</tr>
<tr>
<td>Has the scope of the model been stated and justified?</td>
<td>✓</td>
<td>Within the objective, we are given details of the patient groups and options under evaluation. The adverse events taken into account are given, along with justification for not including others</td>
<td></td>
</tr>
<tr>
<td>Are the outcomes of the model consistent with the perspective, scope and overall objective of the model?</td>
<td>✓</td>
<td>Treatment models: Outcomes in terms of QALYs and cost per flu illness day avoided. Length of illness determined from control arms of trials or Cochrane review data. Outcomes used in the prophylaxis model are generated from the n- treatment part of the treatment model</td>
<td></td>
</tr>
<tr>
<td>Is the structure of the model consistent with a coherent theory of the health condition under evaluation?</td>
<td>✓</td>
<td>Seems to be consistent with a treatment pathway. The treatment pathway is not justified. Likely to be based on systematic reviews conducted earlier in report. The progression of disease is not modelled: not applicable</td>
<td></td>
</tr>
<tr>
<td>Are the sources of data used to develop the structure of the model specified?</td>
<td>×</td>
<td>No details are given regarding the development of the structure of the model. Perhaps it is based on treatment pathways observed in trials?</td>
<td></td>
</tr>
<tr>
<td>Are the causal relationships described by the model structure justified appropriately?</td>
<td>×</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Are the structural assumptions transparent and justified?</td>
<td>✓</td>
<td>A list of all assumptions is provided along with the likely effect of bias</td>
<td></td>
</tr>
<tr>
<td>Are the structural assumptions reasonable given the overall objective, perspective and scope of the model?</td>
<td>✓</td>
<td>Seem to be, although without knowledge of the area it is difficult to say</td>
<td></td>
</tr>
<tr>
<td>Is there a clear definition of the options under evaluation?</td>
<td>✓/×</td>
<td>All options are specified clearly, but there is little detail regarding dosage and model of administration</td>
<td></td>
</tr>
<tr>
<td>Have all feasible and practical options been evaluated?</td>
<td>?</td>
<td>Cannot say without further knowledge of the area</td>
<td></td>
</tr>
<tr>
<td>Is there justification for the exclusion of feasible options?</td>
<td>NA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Is the chosen model type appropriate given the decision problem and specified causal relationships within the model?</td>
<td>✓</td>
<td>Tree model represents probabilities of events (probability of flu, presentation to the GP, presentation within 48 hours of onset of symptoms, of drug treatment if presenting before or after 48 hours, probability of severe complications and resultant death). Seems that the model examines a single treatment episode or prevention round. Repeat prophylaxis/treatment over time is not considered. Cannot judge the relevance of this without prior knowledge of the disease</td>
<td></td>
</tr>
<tr>
<td>Quality criterion</td>
<td>Question(s)</td>
<td>Response (✓, ✗ or NA)</td>
<td>Comments</td>
</tr>
<tr>
<td>------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>-----------------------</td>
<td>-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>S7</td>
<td>Is the time horizon of the model sufficient to reflect all important differences between options?</td>
<td>✗</td>
<td>Cannot say without further knowledge of the area. The treatment model length is based on the length of the trials in the area. May be a question about whether the time-frame is sufficient to take account of all complications.</td>
</tr>
<tr>
<td></td>
<td>Are the time horizon of the model, the duration of treatment and the duration of treatment effect described and justified?</td>
<td>✗</td>
<td>I think the treatment model is based on 21 and 7 days only although it is not very clear in the report. The duration of treatment (6 weeks) and duration of treatment effect (none once treatment stops) are described for prophylaxis.</td>
</tr>
<tr>
<td>S8</td>
<td>Do the disease states (state transition model) or the pathways (decision tree model) reflect the underlying biological process of the disease in question and the impact of interventions?</td>
<td>✓</td>
<td>Decision tree represents the pathways patients may follow when they have symptoms of flu.</td>
</tr>
<tr>
<td>S9</td>
<td>Is the cycle length defined and justified in terms of the natural history of disease?</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>D1</td>
<td>Are the data identification methods transparent and appropriate given the objectives of the model?</td>
<td>✓</td>
<td>Effectiveness data come from full systematic review of the trial evidence and Cochrane reviews. Data for other parameters in the model are based on reviews of the literature and meta-analyses (not specified whether systematic), but search criteria are not specified.</td>
</tr>
<tr>
<td></td>
<td>Where choices have been made between data sources, are these justified appropriately?</td>
<td>✓</td>
<td>All data from trials used for outcomes. All probability estimates are referenced. A relatively old Cochrane review was updated with new evidence to reflect the current use of vaccines.</td>
</tr>
<tr>
<td></td>
<td>Has particular attention been paid to identifying data for the important parameters in the model?</td>
<td>✗</td>
<td>Main treatment effects are derived from trial data; probabilities are derived from reviews of evidence. A key uncertainty was found to be associated with the QALY values associated with influenza and adverse events. QALY weights for adverse events are based on expert opinion; no further research was carried out to reduce the uncertainty about this estimate.</td>
</tr>
<tr>
<td></td>
<td>Has the quality of the data been assessed appropriately?</td>
<td>✓</td>
<td>Presumably an assessment of quality was undertaken for the systematic review.</td>
</tr>
<tr>
<td></td>
<td>Where expert opinion has been used, are the methods described and justified?</td>
<td>✗</td>
<td>Expert opinion was used to identify EQ-5D scores for adverse events. No details are given regarding the expert panel or methods.</td>
</tr>
<tr>
<td>D2</td>
<td>Is the data modelling methodology based on justifiable statistical and epidemiological techniques?</td>
<td>✓</td>
<td>Random effects meta-analysis used to estimate time to symptoms across all trials of neuroaminidase inhibitors. Meta-regression used to estimate the relationship between time to symptoms alleviated and time to fever in days.</td>
</tr>
<tr>
<td>D2a</td>
<td>Is the choice of baseline data described and justified?</td>
<td>✓</td>
<td>All data derived from control group of trials.</td>
</tr>
<tr>
<td></td>
<td>Are transition probabilities calculated appropriately?</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Has a half-cycle correction been applied to both cost and outcome?</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>Quality criterion</td>
<td>Question(s)</td>
<td>Response (✓, ✗ or NA)</td>
<td>Comments</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>-----------------------</td>
<td>-----------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>D2b</td>
<td>If relative treatment effects have been derived from trial data, have they been synthesised using appropriate techniques?</td>
<td>✓</td>
<td>Random effects meta-analysis</td>
</tr>
<tr>
<td></td>
<td>Have the methods and assumptions used to extrapolate short-term results to final outcomes been documented and justified?</td>
<td>✓</td>
<td>Length of flu illness for amantadine was extrapolated using meta-regression techniques based on the observed relationship between length of fever and length of illness</td>
</tr>
<tr>
<td></td>
<td>Have alternative extrapolation assumptions been explored through sensitivity analysis?</td>
<td>✓</td>
<td>Different time-frames for extrapolation explored (7 days, 21 days)</td>
</tr>
<tr>
<td></td>
<td>Have assumptions regarding the continuing effect of treatment once treatment is complete been documented and justified?</td>
<td>✓</td>
<td>For the prophylaxis model no effect was assumed once treatment ceased</td>
</tr>
<tr>
<td></td>
<td>Have alternative assumptions regarding the continuing effect of treatment been explored through sensitivity analysis?</td>
<td>✗</td>
<td></td>
</tr>
<tr>
<td>D2c</td>
<td>Are the costs incorporated into the model justified?</td>
<td>✓</td>
<td>All come from standard sources</td>
</tr>
<tr>
<td></td>
<td>Has the source for all costs been described?</td>
<td>✓</td>
<td>All cost sources referenced appropriately</td>
</tr>
<tr>
<td></td>
<td>Have discount rates been described and justified given the target decision-maker?</td>
<td>✓</td>
<td>1.5% benefits, 6% costs</td>
</tr>
<tr>
<td>D2d</td>
<td>Are the utilities incorporated into the model appropriate?</td>
<td>✓</td>
<td>Come directly from trial evidence or expert opinion</td>
</tr>
<tr>
<td></td>
<td>Is the source for the utility weights referenced?</td>
<td>✓</td>
<td>Trials referenced</td>
</tr>
<tr>
<td></td>
<td>Are the methods of derivation for the utility weights justified?</td>
<td>✓</td>
<td>QALY weights were taken from a Likert scale administered in the trials, which were manipulated to mean visual analogue scale scores from the Measurement and Validation of Health (MVH) study. These were then converted into time trade off estimates using an equation. No data existed for children, therefore adults weights were applied. The effect of using 7 days of data instead of 21 days was examined through sensitivity analysis</td>
</tr>
<tr>
<td>D3</td>
<td>Have all data incorporated into the model been described and referenced in sufficient detail?</td>
<td>✓</td>
<td>All sources are referenced</td>
</tr>
<tr>
<td></td>
<td>Has the use of mutually inconsistent data been justified (i.e. are assumptions and choices appropriate)?</td>
<td>✓</td>
<td>US data used to determine attack rates on the basis that over time attack rates in the USA and Europe would be the same</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Quality criterion</th>
<th>Question(s)</th>
<th>Response (✓, ✗ or NA)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Is the process of data incorporation transparent?</td>
<td>✓</td>
<td>Data incorporated as distributions and as point estimates (two versions of the base-case model)</td>
</tr>
<tr>
<td></td>
<td>If data have been incorporated as distributions, has the choice of distribution for each parameter been described and justified?</td>
<td>✓</td>
<td>All distributions are described for each parameter but not justified. However, the choice does reflect the properties of the parameter</td>
</tr>
<tr>
<td></td>
<td>If data have been incorporated as distributions, is it clear that second order uncertainty is reflected?</td>
<td>✓</td>
<td>Monte Carlo simulation used to reflect second order uncertainty</td>
</tr>
<tr>
<td>D4</td>
<td>Have the four principal types of uncertainty been addressed?</td>
<td>✓</td>
<td>Although this is not explicitly stated.</td>
</tr>
<tr>
<td></td>
<td>If not, has the omission of particular forms of uncertainty been justified?</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>D4a</td>
<td>Have methodological uncertainties been addressed by running alternative versions of the model with different methodological assumptions?</td>
<td>✓</td>
<td>Effect of discount rates assessed</td>
</tr>
<tr>
<td>D4b</td>
<td>Is there evidence that structural uncertainties have been addressed via sensitivity analysis?</td>
<td>✓</td>
<td>The effect of structural assumptions is assessed. For example, data used to derive the length of illness varied from using 21 days' worth of data to using just 7 days</td>
</tr>
<tr>
<td>D4c</td>
<td>Has heterogeneity been dealt with by running the model separately for different subgroups?</td>
<td>✓</td>
<td>The model was run for four groups</td>
</tr>
<tr>
<td>D4d</td>
<td>Are the methods of assessment of parameter uncertainty appropriate?</td>
<td>✓</td>
<td>Probabilistic sensitivity analysis plus a series of one-way sensitivity analyses</td>
</tr>
<tr>
<td></td>
<td>If data are incorporated as point estimates, are the ranges used for sensitivity analysis stated clearly and justified?</td>
<td>✓</td>
<td>Mean value used for deterministic analysis</td>
</tr>
<tr>
<td>C1</td>
<td>Is there evidence that the mathematical logic of the model has been tested thoroughly before use?</td>
<td>✗</td>
<td></td>
</tr>
<tr>
<td>C2</td>
<td>Are any counterintuitive results from the model explained and justified?</td>
<td>NA</td>
<td>The model results do not appear to be counterintuitive</td>
</tr>
<tr>
<td></td>
<td>If the model has been calibrated against independent data, have any differences been explained and justified?</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Have the results of the model been compared with those of previous models and any differences in results explained?</td>
<td>✓</td>
<td>The results are compared with three other models. The reasons for differences between them are explained clearly</td>
</tr>
</tbody>
</table>
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### Appendix 4

#### Quality Question(s) Response Comments
criterion (✓, × or NA)

<table>
<thead>
<tr>
<th>Quality criterion</th>
<th>Question(s)</th>
<th>Response (✓, × or NA)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>Is there a clear statement of the decision problem?</td>
<td>✓</td>
<td>Questions addressed by the model were stated</td>
</tr>
<tr>
<td></td>
<td>Is the objective of the evaluation and model specified and consistent with</td>
<td>✓</td>
<td>Objective not specified, but questions to be answered by the model stated</td>
</tr>
<tr>
<td></td>
<td>the stated decision problem?</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Is the primary decision-maker specified?</td>
<td>×</td>
<td>Not stated, but given HTA report is this not obvious?</td>
</tr>
<tr>
<td>S2</td>
<td>Is the perspective of the model stated clearly?</td>
<td>✓</td>
<td>Health service perspective for costs</td>
</tr>
<tr>
<td></td>
<td>Are the model inputs consistent with the stated perspective?</td>
<td>✓</td>
<td>Direct healthcare costs included</td>
</tr>
<tr>
<td></td>
<td>Has the scope of the model been stated and justified?</td>
<td>×</td>
<td>Scope not defined</td>
</tr>
<tr>
<td></td>
<td>Are the outcomes of the model consistent with the perspective, scope and</td>
<td>×/✓</td>
<td>Scope not defined, but is consistent with objectives and perspective of the analysis</td>
</tr>
<tr>
<td></td>
<td>overall objective of the model?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S3</td>
<td>Is the structure of the model consistent with a coherent theory of the</td>
<td>✓</td>
<td>States seem to be based on sound knowledge of the disease area</td>
</tr>
<tr>
<td></td>
<td>health condition under evaluation?</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Are the sources of data used to develop the structure of the model</td>
<td>×</td>
<td>Very little information on the model structure. No diagram to explain the structure included.</td>
</tr>
<tr>
<td></td>
<td>specified?</td>
<td></td>
<td>Refer to original model, but without prior knowledge of this model it is difficult to gain</td>
</tr>
<tr>
<td></td>
<td>Are the causal relationships described by the model structure justified</td>
<td>×</td>
<td>all the details of the revised model</td>
</tr>
<tr>
<td></td>
<td>appropriately?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S4</td>
<td>Are the structural assumptions transparent and justified?</td>
<td>×</td>
<td>Six-month cycles for transitions not justified. List of assumptions (including data</td>
</tr>
<tr>
<td></td>
<td>Are the structural assumptions reasonable given the overall objective,</td>
<td>✓</td>
<td>assumptions) provides some details about structural assumptions</td>
</tr>
<tr>
<td></td>
<td>perspective and scope of the model?</td>
<td></td>
<td>Given that the model aimed to look at cost-effectiveness of screening for a typical</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>population it is justified in presuming no difference in incidence for ages 18–64 (although</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>this is unlikely to be true)</td>
</tr>
<tr>
<td>S5</td>
<td>Is there a clear definition of the options under evaluation?</td>
<td>✓</td>
<td>Some detail on the strategies compared</td>
</tr>
</tbody>
</table>

---
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<table>
<thead>
<tr>
<th>Quality criterion</th>
<th>Question(s)</th>
<th>Response (✓, ✗ or NA)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Have all feasible and practical options been evaluated?</strong></td>
<td>✗ Two-year screen dominated. One-year screen would be even less cost-effective, so excluded as a comparator</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>S6</strong></td>
<td>Is there justification for the exclusion of feasible options?</td>
<td>✗ State transition model used to simulate disease process</td>
<td></td>
</tr>
<tr>
<td><strong>S7</strong></td>
<td>Is the chosen model type appropriate given the decision problem and specified causal relationships within the model?</td>
<td>✗ Lifetime horizon. Model assesses cost-effectiveness in terms of cost per cancer avoided and cost per life-year gained</td>
<td></td>
</tr>
<tr>
<td><strong>S8</strong></td>
<td>Is the time horizon of the model sufficient to reflect all important differences between options?</td>
<td>✗ No treatment modelled</td>
<td></td>
</tr>
<tr>
<td><strong>S9</strong></td>
<td>Do the disease states (state transition model) or the pathways (decision tree model) reflect the underlying biological process of the disease in question and the impact of interventions?</td>
<td>✗ See S3 on states included</td>
<td></td>
</tr>
<tr>
<td><strong>D1</strong></td>
<td>Is the cycle length defined and justified in terms of the natural history of disease?</td>
<td>✗ No justification for cycle length</td>
<td></td>
</tr>
<tr>
<td><strong>D2</strong></td>
<td>Are the data identification methods transparent and appropriate given the objectives of the model?</td>
<td>✗ Systematic review not undertaken for model parameters</td>
<td></td>
</tr>
<tr>
<td><strong>D2</strong></td>
<td>Where choices have been made between data sources, are these justified appropriately?</td>
<td>✗ No details reported</td>
<td></td>
</tr>
<tr>
<td><strong>D2</strong></td>
<td>Has particular attention been paid to identifying data for the important parameters in the model?</td>
<td>✗ See above</td>
<td></td>
</tr>
<tr>
<td><strong>D2</strong></td>
<td>Has the quality of the data been assessed appropriately?</td>
<td>✗ No mention of study quality</td>
<td></td>
</tr>
<tr>
<td><strong>D2</strong></td>
<td>Where expert opinion has been used, are the methods described and justified?</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td><strong>D2</strong></td>
<td>Is the data modelling methodology based on justifiable statistical and epidemiological techniques?</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>Quality criterion</td>
<td>Question(s)</td>
<td>Response (✓, ✗ or NA)</td>
<td>Comments</td>
</tr>
<tr>
<td>------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>-----------------------</td>
<td>---------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>D2a</td>
<td>Is the choice of baseline data described and justified?</td>
<td>✓/✗</td>
<td>Baseline data described but not justified. Reference to previous model</td>
</tr>
<tr>
<td></td>
<td>Are transition probabilities calculated appropriately?</td>
<td>✗</td>
<td>No details on how transition probabilities calculated</td>
</tr>
<tr>
<td></td>
<td>Has a half-cycle correction been applied to both cost and outcome?</td>
<td>✗</td>
<td>Not mentioned</td>
</tr>
<tr>
<td></td>
<td>If not, has this omission been justified?</td>
<td>✗</td>
<td></td>
</tr>
<tr>
<td>D2b</td>
<td>If relative treatment effects have been derived from trial data, have they been synthesised using appropriate techniques?</td>
<td>✗</td>
<td>Methods of data extraction not described. Reference to previous model</td>
</tr>
<tr>
<td></td>
<td>Have the methods and assumptions used to extrapolate short-term results to final outcomes been documented and justified?</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Have alternative extrapolation assumptions been explored through sensitivity analysis?</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Have assumptions regarding the continuing effect of treatment once treatment is complete been documented and justified?</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Have alternative assumptions regarding the continuing effect of treatment been explored through sensitivity analysis?</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>D2c</td>
<td>Are the costs incorporated into the model justified?</td>
<td>✓</td>
<td>Chosen according to NICE recommendations</td>
</tr>
<tr>
<td></td>
<td>Has the source for all costs been described?</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Have discount rates been described and justified given the target decision-maker?</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>D2d</td>
<td>Are the utilities incorporated into the model appropriate?</td>
<td>NA</td>
<td>Authors state that there is insufficient quality of life information available to estimate a cost per QALY</td>
</tr>
<tr>
<td></td>
<td>Is the source for the utility weights referenced?</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Are the methods of derivation for the utility weights justified?</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>D3</td>
<td>Have all data incorporated into the model been described and referenced in sufficient detail?</td>
<td>✓</td>
<td>Data sources are described and referenced</td>
</tr>
</tbody>
</table>

continued
<table>
<thead>
<tr>
<th>Quality criterion</th>
<th>Question(s)</th>
<th>Response (✓, ✗ or NA)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Has the use of mutually inconsistent data been justified (i.e. are assumptions and choices appropriate)?</td>
<td>✗</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Is the process of data incorporation transparent?</td>
<td>✓</td>
<td>Triangular distributions used for simplicity</td>
</tr>
<tr>
<td></td>
<td>If data have been incorporated as distributions, has the choice of distribution for each parameter been justified?</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td></td>
<td>If data have been incorporated as distributions, has the choice of distribution for each parameter been described and justified?</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td></td>
<td>If data have been incorporated as distributions, is it clear that second order uncertainty is reflected?</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>D4</td>
<td>Have the four principal types of uncertainty been addressed?</td>
<td>✗</td>
<td>Structure and methodological uncertainty not addressed</td>
</tr>
<tr>
<td></td>
<td>If not, has the omission of particular forms of uncertainty been justified?</td>
<td>✗</td>
<td></td>
</tr>
<tr>
<td>D4a</td>
<td>Have methodological uncertainties been addressed by running alternative versions of the model with different methodological assumptions?</td>
<td>✓</td>
<td>Alternative discount rates in sensitivity analysis</td>
</tr>
<tr>
<td>D4b</td>
<td>Is there evidence that structural uncertainties have been addressed via sensitivity analysis?</td>
<td>✗</td>
<td></td>
</tr>
<tr>
<td>D4c</td>
<td>Has heterogeneity been dealt with by running the model separately for different subgroups?</td>
<td>✗</td>
<td>Model ran for women 18–64 years. Age ranges not considered</td>
</tr>
<tr>
<td>D4d</td>
<td>Are the methods of assessment of parameter uncertainty appropriate?</td>
<td>✓</td>
<td>Presume probabilistic analysis, although not made explicit</td>
</tr>
<tr>
<td></td>
<td>If data are incorporated as point estimates, are the ranges used for sensitivity analysis stated clearly and justified?</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>CI</td>
<td>Is there evidence that the mathematical logic of the model has been tested thoroughly before use?</td>
<td>✓</td>
<td>Model validation. Comparison with earlier model and published data</td>
</tr>
<tr>
<td>Quality criterion</td>
<td>Question(s)</td>
<td>Response (✓, ✗ or NA)</td>
<td>Comments</td>
</tr>
<tr>
<td>------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>------------------------</td>
<td>--------------------------------------------------------------------------</td>
</tr>
<tr>
<td>C2</td>
<td>Are any counterintuitive results from the model explained and justified?</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td></td>
<td>If the model has been calibrated against independent data, have any differences been explained and justified?</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Have the results of the model been compared with those of previous models and any differences in results explained?</td>
<td>✓</td>
<td>Some validation with previously published model</td>
</tr>
</tbody>
</table>

**Kendrick and Johnson's MS model**

<table>
<thead>
<tr>
<th>Quality criterion</th>
<th>Question(s)</th>
<th>Response (✓, ✗ or NA)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>Is there a clear statement of the decision problem?</td>
<td>✗</td>
<td>Lengthy description of why literature relating to IFN-β needs to be reanalysed, but no clear objective of the model</td>
</tr>
<tr>
<td></td>
<td>Is the objective of the evaluation and model specified and consistent with the stated decision problem?</td>
<td>NA</td>
<td>Decision problem not stated</td>
</tr>
<tr>
<td></td>
<td>Is the primary decision-maker specified?</td>
<td>✗</td>
<td></td>
</tr>
<tr>
<td>S2</td>
<td>Is the perspective of the model stated clearly?</td>
<td>✓</td>
<td>Health service and societal perspective for costs</td>
</tr>
<tr>
<td></td>
<td>Are the model inputs consistent with the stated perspective?</td>
<td>✓</td>
<td>Types of costs included in each perspective are consistent</td>
</tr>
<tr>
<td></td>
<td>Has the scope of the model been stated and justified?</td>
<td>✗</td>
<td>Scope not defined</td>
</tr>
<tr>
<td></td>
<td>Are the outcomes of the model consistent with the perspective, scope and overall objective of the model?</td>
<td>✗</td>
<td></td>
</tr>
<tr>
<td>S3</td>
<td>Is the structure of the model consistent with a coherent theory of the health condition under evaluation?</td>
<td>?</td>
<td>Structure not described in detail</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Quality criterion</th>
<th>Question(s)</th>
<th>Response (✓, ✗ or NA)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Are the sources of data used to develop the structure of the model specified?</td>
<td>✗</td>
<td>Structure not described in detail</td>
<td></td>
</tr>
<tr>
<td>Are the causal relationships described by the model structure justified appropriately?</td>
<td>✗</td>
<td>Structure not described in detail</td>
<td></td>
</tr>
<tr>
<td>Are the structural assumptions transparent and justified?</td>
<td>✗</td>
<td>No statement of objective, perspective or scope</td>
<td></td>
</tr>
<tr>
<td>Are the structural assumptions reasonable given the overall objective, perspective and scope of the model?</td>
<td>NA</td>
<td>No statement of objective, perspective or scope</td>
<td></td>
</tr>
<tr>
<td>Is there a clear definition of the options under evaluation?</td>
<td>✓</td>
<td>IFN-β versus no IFN-β (standard care)</td>
<td></td>
</tr>
<tr>
<td>Have all feasible and practical options been evaluated?</td>
<td>✓</td>
<td>Difficult to tell. May be alternatives to IFN-β that are not considered here</td>
<td></td>
</tr>
<tr>
<td>Is there justification for the exclusion of feasible options?</td>
<td>✗</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Is the chosen model type appropriate given the decision problem and specified causal relationships within the model?</td>
<td>?</td>
<td>No real definition of the model type</td>
<td></td>
</tr>
<tr>
<td>Is the time horizon of the model sufficient to reflect all important differences between options?</td>
<td>✗</td>
<td>20-year time horizon used. Paper suggests that after 12 years cost savings using IFN-β may be realised; therefore, a lifetime time horizon may have been the most appropriate</td>
<td></td>
</tr>
<tr>
<td>Are the time horizon of the model, the duration of treatment and the duration of treatment effect described and justified?</td>
<td>✓</td>
<td>States that beneficial effect of IFN-β may not be realised until after 12 years</td>
<td></td>
</tr>
<tr>
<td>Do the disease states (state transition model) or the pathways (decision tree model) reflect the underlying biological process of the disease in question and the impact of interventions?</td>
<td>NA</td>
<td>Not state transition or decision model</td>
<td></td>
</tr>
<tr>
<td>Is the cycle length defined and justified in terms of the natural history of disease?</td>
<td>NA</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Quality criterion</th>
<th>Question(s)</th>
<th>Response (✓, ✗ or NA)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>Are the data identification methods transparent and appropriate given the objectives of the model?</td>
<td>✗</td>
<td>No definition of population in the MSCRG trial</td>
</tr>
<tr>
<td></td>
<td>Where choices have been made between data sources, are these justified appropriately?</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Has particular attention been paid to identifying data for the important parameters in the model?</td>
<td>✗</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Has the quality of the data been assessed appropriately?</td>
<td>✗</td>
<td>No quality assessment</td>
</tr>
<tr>
<td></td>
<td>Where expert opinion has been used, are the methods described and justified?</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>D2</td>
<td>Is the data modelling methodology based on justifiable statistical and epidemiological techniques?</td>
<td>✗</td>
<td>Simple linear model used to relate EDSS scores to progression of MS</td>
</tr>
<tr>
<td>D2a</td>
<td>Is the choice of baseline data described and justified?</td>
<td>✗</td>
<td>MSCRG trial used. Very few details of this trial given</td>
</tr>
<tr>
<td></td>
<td>Are transition probabilities calculated appropriately?</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Has a half-cycle correction been applied to both cost and outcome?</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td></td>
<td>If not, has this omission been justified?</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>D2b</td>
<td>If relative treatment effects have been derived from trial data, have they been synthesised using appropriate techniques?</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Have the methods and assumptions used to extrapolate short-term results to final outcomes been documented and justified?</td>
<td>✗</td>
<td>Methods used to extrapolate are not described in sufficient detail</td>
</tr>
<tr>
<td></td>
<td>Have alternative extrapolation assumptions been explored through sensitivity analysis?</td>
<td>✗</td>
<td>Not described</td>
</tr>
<tr>
<td></td>
<td>Have assumptions regarding the continuing effect of treatment once treatment is complete been documented and justified?</td>
<td>✗</td>
<td>Some discussion of competing evidence on the long-term effects of IFN-β, but no justification for length of treatment effects used</td>
</tr>
<tr>
<td>Quality criterion</td>
<td>Question(s)</td>
<td>Response (✓, ✗ or NA)</td>
<td>Comments</td>
</tr>
<tr>
<td>-------------------</td>
<td>-------------</td>
<td>-----------------------</td>
<td>----------</td>
</tr>
<tr>
<td>D2c</td>
<td>Have alternative assumptions regarding the continuing effect of treatment been explored through sensitivity analysis?</td>
<td>✗</td>
<td>See above</td>
</tr>
<tr>
<td></td>
<td>Are the costs incorporated into the model justified?</td>
<td>✓</td>
<td>Murphy et al. used for costs as the study population approximated the population used in the MSCRG trial, which was used for disease progression data</td>
</tr>
<tr>
<td></td>
<td>Has the source for all costs been described?</td>
<td>✓</td>
<td>Costs used in the model were from a study by Murphy et al. This study was not described in detail</td>
</tr>
<tr>
<td></td>
<td>Have discount rates been described and justified given the target decision-maker?</td>
<td>✓</td>
<td>6% used for costs and benefits, according to the UK Treasury rate</td>
</tr>
<tr>
<td>D2d</td>
<td>Are the utilities incorporated into the model appropriate?</td>
<td>✓</td>
<td>Utilities applied to stages of MS progression</td>
</tr>
<tr>
<td></td>
<td>Is the source for the utility weights referenced?</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Are the methods of derivation for the utility weights justified?</td>
<td>✗</td>
<td>Regression analysis using utility values of a previous cost–utility analysis, used to predict utility values for EDSS scores from the MSCRG trial. Simple linear model used for non-ordinal data (EDSS)</td>
</tr>
<tr>
<td>D3</td>
<td>Have all data incorporated into the model been described and referenced in sufficient detail?</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Has the use of mutually inconsistent data been justified (i.e. are assumptions and choices appropriate)?</td>
<td>✓</td>
<td>Some discussion of alternative estimates of treatment effects</td>
</tr>
<tr>
<td></td>
<td>Is the process of data incorporation transparent?</td>
<td>✗</td>
<td></td>
</tr>
<tr>
<td></td>
<td>If data have been incorporated as distributions, has the choice of distribution for each parameter been justified?</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td></td>
<td>If data have been incorporated as distributions, is it clear that second order uncertainty is reflected?</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>D4</td>
<td>Have the four principal types of uncertainty been addressed?</td>
<td>✗</td>
<td>Uncertainty was not addressed at all</td>
</tr>
<tr>
<td></td>
<td>If not, has the omission of particular forms of uncertainty been justified?</td>
<td>NA</td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Quality criterion</th>
<th>Question(s)</th>
<th>Response (✓, ✗ or NA)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>D4a</td>
<td>Have methodological uncertainties been addressed by running alternative versions of the model with different methodological assumptions?</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>D4b</td>
<td>Is there evidence that structural uncertainties have been addressed via sensitivity analysis?</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>D4c</td>
<td>Has heterogeneity been dealt with by running the model separately for different subgroups?</td>
<td>✗ Model does include three stages of disease</td>
<td></td>
</tr>
<tr>
<td>D4d</td>
<td>Are the methods of assessment of parameter uncertainty appropriate? If data are incorporated as point estimates, are the ranges used for sensitivity analysis stated clearly and justified?</td>
<td>NA Sensitivity analysis not conducted</td>
<td></td>
</tr>
<tr>
<td>C1</td>
<td>Is there evidence that the mathematical logic of the model has been tested thoroughly before use?</td>
<td>✗</td>
<td></td>
</tr>
<tr>
<td>C2</td>
<td>Are any counterintuitive results from the model explained and justified? If the model has been calibrated against independent data, have any differences been explained and justified?</td>
<td>✗</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Have the results of the model been compared with those of previous models and any differences in results explained?</td>
<td>✓ Comparison with other models using different time horizons</td>
<td></td>
</tr>
</tbody>
</table>

**Turner and colleagues' influenza prevention and treatment models**

<table>
<thead>
<tr>
<th>Quality criterion</th>
<th>Question(s)</th>
<th>Response (✓, ✗ or NA)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>Is there a clear statement of the decision problem? Is the objective of the evaluation and model specified and consistent with the stated decision problem?</td>
<td>✓ ✓ Objective stated separately to cost-effectiveness section of the report</td>
<td></td>
</tr>
</tbody>
</table>

*continued*
<table>
<thead>
<tr>
<th>Quality criterion</th>
<th>Question(s)</th>
<th>Response (√, × or NA)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Is the primary decision-maker specified?</td>
<td>×</td>
<td>Presume NHS as HTA report</td>
<td></td>
</tr>
<tr>
<td>S2 Is the perspective of the model stated clearly?</td>
<td>√</td>
<td>NHS perspective. Time away from work assessed in sensitivity analysis</td>
<td></td>
</tr>
<tr>
<td>Are the model inputs consistent with the stated perspective?</td>
<td>√</td>
<td>See above</td>
<td></td>
</tr>
<tr>
<td>Has the scope of the model been stated and justified?</td>
<td>√</td>
<td>Describes the patient groups the model will be run for and the alternative strategies evaluated</td>
<td></td>
</tr>
<tr>
<td>Are the outcomes of the model consistent with the perspective, scope and overall objective of the model?</td>
<td>√</td>
<td>Incremental cost per QALY gained and cost per influenza illness day avoided</td>
<td></td>
</tr>
<tr>
<td>S3 Is the structure of the model consistent with a coherent theory of the health condition under evaluation?</td>
<td>×</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Are the sources of data used to develop the structure of the model specified?</td>
<td>√</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Are the causal relationships described by the model structure justified appropriately?</td>
<td>×</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S4 Are the structural assumptions transparent and justified?</td>
<td>√</td>
<td>Structural assumptions described but not justified in sufficient detail</td>
<td></td>
</tr>
<tr>
<td>Are the structural assumptions reasonable given the overall objective, perspective and scope of the model?</td>
<td>√</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S5 Is there a clear definition of the options under evaluation?</td>
<td>√/×</td>
<td>States alternative strategies but no detail on dosage or methods of administration. Introduction to the model does not make it clear how many strategies are considered by the model</td>
<td></td>
</tr>
<tr>
<td>Have all feasible and practical options been evaluated?</td>
<td>√</td>
<td>Would seem to be, but difficult given lack of knowledge of disease area</td>
<td></td>
</tr>
<tr>
<td>Is there justification for the exclusion of feasible options?</td>
<td>NA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S6 Is the chosen model type appropriate given the decision problem and specified causal relationships within the model?</td>
<td>√</td>
<td>Appropriate model, but could have used Markov type model where person has a probability of developing flu each period (year)</td>
<td></td>
</tr>
<tr>
<td>Quality criterion</td>
<td>Question(s)</td>
<td>Response (✓ / ✗ or NA)</td>
<td>Comments</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>------------------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>S7</td>
<td>Is the time horizon of the model sufficient to reflect all important differences between options? Are the time horizon of the model, the duration of treatment and the duration of treatment effect described and justified?</td>
<td>✗</td>
<td>Maximum is 21-day model. Do not consider any long-term effects of vaccination or influenza. Do not distinguish between time horizon and length of treatment effect</td>
</tr>
<tr>
<td>S8</td>
<td>Do the disease states (state transition model) or the pathways (decision tree model) reflect the underlying biological process of the disease in question and the impact of interventions?</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>S9</td>
<td>Is the cycle length defined and justified in terms of the natural history of disease?</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>D1</td>
<td>Are the data identification methods transparent and appropriate given the objectives of the model? Where choices have been made between data sources, are these justified appropriately? Has particular attention been paid to identifying data for the important parameters in the model? Has the quality of the data been assessed appropriately? Where expert opinion has been used, are the methods described and justified?</td>
<td>✓</td>
<td>Data identified from systematic review Cochrane data regarding the effectiveness of vaccine were updated using more recent data to reflect vaccines that are currently in use Quality of effectiveness data assessed as part of systematic review element of HTA report. Quality of studies used not discussed in economics sections Expert opinion used to obtain EQ-5D scores for adverse events. Methods are not described</td>
</tr>
<tr>
<td>D2</td>
<td>Is the data modelling methodology based on justifiable statistical and epidemiological techniques?</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>D2a</td>
<td>Is the choice of baseline data described and justified? Are transition probabilities calculated appropriately? Has a half-cycle correction been applied to both cost and outcome? If not, has this omission been justified?</td>
<td>✓</td>
<td>Described but not justified</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>Quality criterion</td>
<td>Question(s)</td>
<td>Response (✓, ✗ or NA)</td>
<td>Comments</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>-----------------------</td>
<td>--------------------------------------------------------------------------</td>
</tr>
<tr>
<td>D2b</td>
<td>If relative treatment effects have been derived from trial data, have they been synthesised using appropriate techniques?</td>
<td>✓</td>
<td>Meta-analysis used to combine estimates of treatment effect and adverse effects</td>
</tr>
<tr>
<td></td>
<td>Have the methods and assumptions used to extrapolate short-term results to final outcomes been documented and justified?</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Have alternative extrapolation assumptions been explored through sensitivity analysis?</td>
<td>✗</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Have assumptions regarding the continuing effect of treatment once treatment is complete been documented and justified?</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Have alternative assumptions regarding the continuing effect of treatment been explored through sensitivity analysis?</td>
<td>✗</td>
<td></td>
</tr>
<tr>
<td>D2c</td>
<td>Are the costs incorporated into the model justified?</td>
<td>✓</td>
<td>Relevant costs given the perspective assumed</td>
</tr>
<tr>
<td></td>
<td>Has the source for all costs been described?</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Have discount rates been described and justified given the target decision-maker?</td>
<td>✓</td>
<td>NICE recommended rates used</td>
</tr>
<tr>
<td>D2d</td>
<td>Are the utilities incorporated into the model appropriate?</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Is the source for the utility weights referenced?</td>
<td>✓</td>
<td>Utilities were estimated from numerous trials of oseltamivir</td>
</tr>
<tr>
<td></td>
<td>Are the methods of derivation for the utility weights justified?</td>
<td>✓</td>
<td>Visual analogue scale scores transformed into time trade off-type scores using a published regression equation</td>
</tr>
<tr>
<td>D3</td>
<td>Have all data incorporated into the model been described and referenced in sufficient detail?</td>
<td>✓</td>
<td>The types of data used and the part they played in the modelling process was described very well</td>
</tr>
<tr>
<td></td>
<td>Has the use of mutually inconsistent data been justified (i.e. are assumptions and choices appropriate)?</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Is the process of data incorporation transparent?</td>
<td>✓</td>
<td>See above</td>
</tr>
<tr>
<td></td>
<td>If data have been incorporated as distributions, has the choice of distribution for each parameter been justified?</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Quality criterion</td>
<td>Question(s)</td>
<td>Response (✓, ✗ or NA)</td>
<td>Comments</td>
</tr>
<tr>
<td>-------------------</td>
<td>------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>-----------------------</td>
<td>---------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>If data have been incorporated as distributions, has the choice of distribution for each parameter been described and justified?</td>
<td>✓</td>
<td>Described but not justified</td>
<td></td>
</tr>
<tr>
<td>If data have been incorporated as distributions, is it clear that second order uncertainty is reflected?</td>
<td>✓</td>
<td>Monte Carlo simulation used to reflect second order uncertainty in data</td>
<td></td>
</tr>
<tr>
<td>D4</td>
<td>Have the four principal types of uncertainty been addressed?</td>
<td>✗</td>
<td>Although not made explicit</td>
</tr>
<tr>
<td>If not, has the omission of particular forms of uncertainty been justified?</td>
<td>✗</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D4a</td>
<td>Have methodological uncertainties been addressed by running alternative versions of the model with different methodological assumptions?</td>
<td>✗</td>
<td></td>
</tr>
<tr>
<td>D4b</td>
<td>Is there evidence that structural uncertainties have been addressed via sensitivity analysis?</td>
<td>✓</td>
<td>Uncertainty regarding the length of treatment effect assessed</td>
</tr>
<tr>
<td>D4c</td>
<td>Has heterogeneity been dealt with by running the model separately for different sub-groups?</td>
<td>✓</td>
<td>Model ran for four groups of patients: healthy adults, at-risk adults, children and residential care elderly</td>
</tr>
<tr>
<td>D4d</td>
<td>Are the methods of assessment of parameter uncertainty appropriate?</td>
<td>✓</td>
<td>Probabilistic analysis and a series of one-way sensitivity analyses</td>
</tr>
<tr>
<td>If data are incorporated as point estimates, are the ranges used for sensitivity analysis stated clearly and justified?</td>
<td>✗</td>
<td>Taken from relevant data source</td>
<td></td>
</tr>
<tr>
<td>C1</td>
<td>Is there evidence that the mathematical logic of the model has been tested thoroughly before use?</td>
<td>✗</td>
<td>No internal validation of the model</td>
</tr>
<tr>
<td>C2</td>
<td>Are any counterintuitive results from the model explained and justified?</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>If the model has been calibrated against independent data, have any differences been explained and justified?</td>
<td>NA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Have the results of the model been compared with those of previous models and any differences in results explained?</td>
<td>✓</td>
<td>Compares results with three previous models</td>
<td></td>
</tr>
</tbody>
</table>
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Appendix 6

Comments from the Expert Advisory Group and amended checklist

(a) General comments on the report from the EAG

<table>
<thead>
<tr>
<th>Comment</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>Report must state if this is good modelling practice for NICE or more</td>
<td>Made more explicit in methods</td>
</tr>
<tr>
<td>general guidance</td>
<td></td>
</tr>
<tr>
<td>Results section must state that the 15 papers cover general guidance</td>
<td>Changed in methods section</td>
</tr>
<tr>
<td>and specific guidelines covering model quality</td>
<td></td>
</tr>
<tr>
<td>Recognise that the searches were restricted to health technology</td>
<td>Changed in methods section</td>
</tr>
<tr>
<td>assessment and there is a wealth of literature of good modelling outside</td>
<td></td>
</tr>
<tr>
<td>health technology assessment (Weinstein paper reviewed this in an</td>
<td></td>
</tr>
<tr>
<td>unsystematic way). Papers relating to specific disease areas were also</td>
<td></td>
</tr>
<tr>
<td>excluded</td>
<td></td>
</tr>
<tr>
<td>Provide a summary of the guidance synthesis process</td>
<td>Added to report</td>
</tr>
<tr>
<td>Recognise the checklist is not a substitute for critical appraisal. It is</td>
<td>Comments added to conclusions regarding the</td>
</tr>
<tr>
<td>just a template that may be used during, and as part of, the critical</td>
<td>use of the checklist in Chapter 3</td>
</tr>
<tr>
<td>appraisal process</td>
<td></td>
</tr>
<tr>
<td>It would be useful to have general comments on the model quality</td>
<td>Comments added to conclusions regarding the</td>
</tr>
<tr>
<td>alongside the review – this would reduce the desire for people simply to</td>
<td>use of the checklist in Chapter 3</td>
</tr>
<tr>
<td>add up the number of ticks (it is up to the reviewer to come up with</td>
<td></td>
</tr>
<tr>
<td>textual assessments)</td>
<td></td>
</tr>
</tbody>
</table>

(b) Comments on the guidelines and accompanying checklist from the EAG

<table>
<thead>
<tr>
<th>Comment</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>Explain what justification means in this context</td>
<td>Added to first mention of justification in checklist and</td>
</tr>
<tr>
<td></td>
<td>guidance</td>
</tr>
<tr>
<td>Don’t like the term data modelling – consider changing</td>
<td>Changed to premodel data analysis</td>
</tr>
<tr>
<td>Add something about possible competing theories in the structure (S3)</td>
<td>Added</td>
</tr>
<tr>
<td>section</td>
<td></td>
</tr>
<tr>
<td>S5 is contradictory to the notion of complexity described in the</td>
<td>Amended to reflect description in the guidance</td>
</tr>
<tr>
<td>synthesised guidance</td>
<td></td>
</tr>
<tr>
<td>S5 needs a health warning. Must be used with general economic</td>
<td>Added</td>
</tr>
<tr>
<td>evaluation guidelines</td>
<td></td>
</tr>
<tr>
<td>Consider adding something about presentation of results</td>
<td>Want to avoid duplicating what general economies evaluation</td>
</tr>
<tr>
<td></td>
<td>guidelines say. Issue of presentation of results not included</td>
</tr>
<tr>
<td></td>
<td>in checklist or guidance</td>
</tr>
<tr>
<td>Change biological process to biological/clinical process in S8 attributes</td>
<td>Added</td>
</tr>
<tr>
<td>of good practice</td>
<td></td>
</tr>
</tbody>
</table>

continued
<table>
<thead>
<tr>
<th>Comment</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>Be clear that in terms of data identification we are advocating systematic and not necessarily comprehensive searches</td>
<td>Term 'systematic' added</td>
</tr>
<tr>
<td>Add something to S9 about what constitutes a key model parameter, e.g. 'Process of selecting key parameters must be justified and systematic methods used to identify the most appropriate data'</td>
<td>Added</td>
</tr>
<tr>
<td>Add justifiable to D2b</td>
<td>Added</td>
</tr>
<tr>
<td>Explain what we mean by non-linear modelling</td>
<td>Explained in brackets in guidance</td>
</tr>
<tr>
<td>Add 'A decent model should explore alternative assumptions regarding extrapolation' to D2c attributes of good practice</td>
<td>Text changed in checklist</td>
</tr>
<tr>
<td>Add something more explicit about lifetime in S7, to correspond with synthesised guidelines</td>
<td>Has been amended to correspond with guidance recommendation of lifetime horizon</td>
</tr>
<tr>
<td>Consider dropping D2c, as this is more general to economic evaluation</td>
<td>Dropped</td>
</tr>
<tr>
<td>Add something about threshold analysis for extreme scenarios in D4b attributes of good practice</td>
<td>Added</td>
</tr>
<tr>
<td>Add the question 'Has probabilistic analysis been done, if not has this been justified' to D4b</td>
<td>Added</td>
</tr>
<tr>
<td>Internal consistency may be tested by two people building the model in the same package and checking if spreadsheet and model match</td>
<td>Methods to establish internal validity not made explicit in the checklist; however, this is likely to be a relevant option</td>
</tr>
<tr>
<td>Add questions 'Are the conclusions valid, given the data presented' to C2</td>
<td>Added</td>
</tr>
<tr>
<td>Make a distinction between excluding relationships that you wouldn't logically expect to differ and those that don't differ according to statistical significance</td>
<td>Already explicit in guidance. Added to checklist</td>
</tr>
<tr>
<td>State that the above is part of an iterative process, you may therefore add something that doesn't differ now but may do in the future (when more data become available)</td>
<td>Added to checklist and guidance</td>
</tr>
<tr>
<td>Predictive validity by McCabe concerns the relationships between model inputs and outcomes – check interpretation in synthesised guidance</td>
<td>Amended</td>
</tr>
</tbody>
</table>
## Dimension of quality

<table>
<thead>
<tr>
<th>Attributes of good practice</th>
<th>Questions for critical appraisal</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Structure</strong></td>
<td></td>
</tr>
<tr>
<td>S1 Statement of decision problem/objective</td>
<td>There should be a clear statement of the decision problem prompting the analysis. The objective of the evaluation and of the model should be defined. The primary decision-maker should be stated clearly.</td>
</tr>
<tr>
<td></td>
<td>Is there a clear statement of the decision problem? Is the objective of the evaluation and model specified and consistent with the stated decision problem? Is the primary decision-maker specified?</td>
</tr>
<tr>
<td>S2 Statement of scope/perspective</td>
<td>The perspective of the model (relevant costs and consequences) should be stated clearly, and the model inputs should be consistent with the stated perspective and overall objective of the model. The scope of the decision model should be specified and justified. The outcomes of the model should reflect the perspective and scope of the model, and should be consistent with the objective of the evaluation. Clinical events should not be excluded on the basis of no statistically significant difference. Clinical events may be excluded if they are not logically expected to differ. This is an iterative process, so clinical events may be included if they may be expected to differ when more data are collected.</td>
</tr>
<tr>
<td></td>
<td>Is the perspective of the model stated clearly? Are the model inputs consistent with the stated perspective? Has the scope of the model been stated and justified? Are the outcomes of the model consistent with the perspective, scope and overall objective of the model?</td>
</tr>
<tr>
<td>S3 Rationale for structure</td>
<td>The structure of the model should be consistent with a coherent theory of the health condition under evaluation, and the treatment pathways (disease states or branches) should be chosen to reflect the underlying biological process of the disease in question and the impact of the intervention. The structure should not be dictated by current patterns of service provision. All sources of evidence used to develop and inform the structure of the model (i.e. the theory of disease) should be described. The structure should be consistent with this evidence.</td>
</tr>
<tr>
<td></td>
<td>Has the evidence regarding the model structure been described? Is the structure of the model consistent with a coherent theory of the health condition under evaluation? Have any competing theories regarding model structure been considered? Are the sources of data used to develop the structure of the model specified? Are the causal relationships described by the model structure justified appropriately?</td>
</tr>
<tr>
<td>S4 Structural assumptions</td>
<td>All structural assumptions should be transparent and justified. They should be reasonable in the light of the needs and purposes of the decision-maker.</td>
</tr>
<tr>
<td></td>
<td>Are the structural assumptions transparent and justified? Are the structural assumptions reasonable given the overall objective, perspective and scope of the model?</td>
</tr>
<tr>
<td>Dimension of quality</td>
<td>Attributes of good practice</td>
</tr>
<tr>
<td>----------------------</td>
<td>--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
</tbody>
</table>
| **S5 Strategies/comparators** | There should be a clear definition of the options under evaluation  
All feasible and practical options relating to the stated decision problem should be evaluated. Options should not be constrained by the immediate concerns of the decision-maker or data availability, or limited to current clinical practice. The model should, however, include one or more options that are representative of current practice  
The reader should refer to guidelines relating to economic evaluation good practice | Is there a clear definition of the options under evaluation?  
Have all feasible and practical options been evaluated?  
Is there justification for the exclusion of feasible options? |
| **S6 Model type** | The appropriate model type will be dictated by the stated decision problem and the choices made regarding the causal relationships within the model | Is the chosen model type appropriate given the decision problem and specified causal relationships within the model? |
| **S7 Time horizon** | A model’s time horizon should extend far enough into the future that it can reflect important differences between options  
It is important to distinguish between the time horizon of the model, the duration of treatment and the duration of treatment effect  
Lifetime horizons are appropriate for most models, but shorter horizons can sometimes be justified | Is the time horizon of the model sufficient to reflect all important differences between options?  
Are the time horizon of the model, the duration of treatment and the duration of treatment effect described and justified?  
Has a lifetime horizon been used? If not, has a shorter time horizon been justified? |
| **S8 Disease states/pathways** | Disease states/pathways should reflect the underlying biological/clinical process of the disease in question and the impact of interventions | Do the disease states (state transition model) or the pathways (decision tree model) reflect the underlying biological process of the disease in question and the impact of interventions? |
| **S9 Cycle length** | For discrete time models, the cycle length should be dictated by the natural history of disease. It should be the minimum interval over which the pathology or symptoms are expected to alter | Is the cycle length defined and justified in terms of the natural history of disease? |
| **Data** | Methods for identifying data should be transparent and it should be clear that the data identified are appropriate given the objectives of the model  
There should be justification of any choices that have been made about which specific data inputs are included in a model  
It should be clear that particular attention has been paid to identifying data for those parameters to which the results of the model are particularly sensitive  
Identification of data should be carried out in a systematic, but not necessarily comprehensive, manner  
Where expert opinion has been used to estimate particular parameters, sources and methods of elicitation should be described | Are the data identification methods transparent and appropriate given the objectives of the model?  
Where choices have been made between data sources, are these justified appropriately?  
Has particular attention been paid to identifying data for the important parameters in the model?  
Has the process of selecting key parameters been justified and systematic methods used to identify the most appropriate data?  
Has the quality of the data been assessed appropriately?  
Where expert opinion has been used, are the methods described and justified? |

*continued*
<table>
<thead>
<tr>
<th>Dimension of quality</th>
<th>Attributes of good practice</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>D2</strong> Premodel data analysis</td>
<td>All data analysis (premodel) methodology should be described and based on justifiable statistical and epidemiological methods. Specific issues to consider include those listed under D2a-d, below</td>
</tr>
<tr>
<td><strong>D2a</strong> Baseline data</td>
<td>Baseline probabilities may be based on natural history data derived from epidemiological/observational studies or relate to the control group of an experimental study. Rates and interval probabilities should be transformed into transition probabilities appropriately. If there is evidence that time is an important factor in the calculation of transition probabilities in state transition models, this should be incorporated. If a half-cycle correction has not been used on all transitions in a state transition model (costs and outcomes), this should be justified.</td>
</tr>
<tr>
<td><strong>D2b</strong> Treatment effects</td>
<td>Relative treatment effects derived from trial data should be synthesised using recognised meta-analytic techniques. The methods and assumptions that are used to extrapolate short-term results to final outcomes should be documented and justified. This should include justification of the choice of survival function (e.g., exponential or Weibull forms). Alternative assumptions regarding extrapolation should be explored through sensitivity analysis. Assumptions regarding the continuing effect of treatment once treatment is complete should be documented and justified. If evidence regarding the long-term effect of treatment is lacking, alternative assumptions should be explored through sensitivity analysis.</td>
</tr>
<tr>
<td><strong>D2d</strong> Quality of life weights (utilities)</td>
<td>Utilities incorporated into the model should be appropriate for the specified decision problem.</td>
</tr>
<tr>
<td><strong>D3</strong> Data incorporation</td>
<td>All data incorporated into the model should be described and the sources of all data should be given and reported in sufficient detail to allow the reader to be aware of the type of data that have been incorporated. Where data are not mutually consistent in the model, the choices and assumptions that have been made should be explicit and justified. The process of data incorporation should be transparent. It should be clear whether data are incorporated as a point estimate or as a distribution. If data have been incorporated as distributions as part of probabilistic analysis, the choice of distribution and its parameters should be described and justified.</td>
</tr>
<tr>
<td><strong>Questions for critical appraisal</strong></td>
<td>Is the data analysis (premodel) methodology based on justifiable statistical and epidemiological techniques? Is the choice of baseline data described and justified? Are transition probabilities calculated appropriately? Has a half-cycle correction been applied to both cost and outcome? If not, has this omission been justified? If relative treatment effects have been derived from trial data, have they been synthesised using appropriate techniques? Have the methods and assumptions used to extrapolate short-term results to final outcomes been documented and justified? Have alternative assumptions been explored through sensitivity analysis? Have assumptions regarding the continuing effect of treatment once treatment is complete been documented and justified? Have alternative assumptions been explored through sensitivity analysis? Are the utilities incorporated into the model appropriate? Is the source for the utility weights referenced? Are the methods of derivation for the utility weights justified? Have all data incorporated into the model been described and referenced in sufficient detail? Has the use of mutually inconsistent data been justified (i.e., are assumptions and choices appropriate)? Is the process of data incorporation transparent? If data have been incorporated as distributions, has the choice of distribution for each parameter been described and justified? If data have been incorporated as distributions, is it clear that second order uncertainty is reflected?</td>
</tr>
<tr>
<td>Dimension of quality</td>
<td>Attributes of good practice</td>
</tr>
<tr>
<td>----------------------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td>D4 Assessment of uncertainty</td>
<td>In assessing uncertainty, modellers should distinguish between the four principal types of uncertainty</td>
</tr>
<tr>
<td>D4a Methodological</td>
<td>Methodological uncertainty relates to whether particular analytical steps taken in the analysis are the most appropriate</td>
</tr>
<tr>
<td>D4b Structural</td>
<td>There should be evidence that structural uncertainties have been evaluated using sensitivity analysis</td>
</tr>
<tr>
<td>D4c Heterogeneity</td>
<td>It is important to distinguish between uncertainty resulting from the process of sampling from a population and variability due to heterogeneity (i.e. systematic differences between patient subgroups)</td>
</tr>
<tr>
<td>D4d Parameter</td>
<td>Where data have been incorporated into the model as point estimates, the ranges used for sensitivity analysis should be stated and justified</td>
</tr>
<tr>
<td></td>
<td>Probabilistic analysis is the most appropriate method of handling parameter uncertainty because it facilitates assessment of the joint effect of uncertainty over all parameters (see Data incorporation)</td>
</tr>
<tr>
<td></td>
<td>Threshold analysis may be sufficient in extreme circumstances</td>
</tr>
<tr>
<td><strong>Consistency</strong></td>
<td></td>
</tr>
<tr>
<td>C1 Internal consistency</td>
<td>There should be evidence that the internal consistency of the model in terms of its mathematical logic has been evaluated</td>
</tr>
<tr>
<td>C2 External consistency</td>
<td>The results of a model should be explicable. Either results should make intuitive sense or counterintuitive results should be fully explained</td>
</tr>
<tr>
<td></td>
<td>All relevant data available should be incorporated into a model. Data should not be withheld for purposes of assessing external consistency</td>
</tr>
<tr>
<td></td>
<td>The results of a model should be compared with those of previous models and any differences should be explained</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Have any choices or assumptions been explained sufficiently, in the context of available evidence?
This appendix provides references relating to particular aspects of decision modelling for cost-effectiveness analysis. The list is based on references known to the authors and which were identified as part of the literature searching for the modelling guidelines.

**Meta-analysis**


**Discounting**


**Types of model**


**Adjusting costs between countries/for inflation**


**Adjusting absolute treatment effect for variation in baseline events**

Transition probabilities

Modelling life expectancy


Modelling survival


Modelling risk factors

Costing issues


Half-cycle correction


Uncertainty
Probabilistic sensitivity analysis


General sensitivity analysis


Value of information


Distributions for probabilistic decision modelling


Appendix 8

Search strategies and results of the case study

(a) Search strategies used to identify data to populate the UTI model

Baseline event rates

Incidence and prevalence

Questions 1, 5, 4 (first part) and 8 (first part)

MEDLINE (1966 to January week 2 2003)

Searched 27 January 2003 on OvidWeb Gateway (http://gateway.ovid.com/athens)

1. *“Urinary Tract Infections”/di, ep [Diagnosis, Epidemiology]
2. *bacteriuria/di, ep [Diagnosis, Epidemiology]
3. (uti or utis).ti.
5. bacteriuria.ti.
6. or/1-5
7. (recurren$ or recrudescence$ or remission$ or relapse$ or reinfection$ or re-infection$).ti,ab.
8. Recurrence/
9. 7 or 8
10. 6 and 9
11. exp infants/
12. (frequency or frequencies or occurrence$ or incidence$ or prevalence$ or number$ or times or rate or rates or episode$ or natural history).ti,ab.
13. exp data collection/
14. 12 or 13
15. 10 and 11 and 14

This search strategy produced 108 records.

Questions 2, 3, 4 (second part), 6, 7 and 8 (second part)

MEDLINE (1966 to January week 2 2003)

Searched 29 January 2003 on OvidWeb Gateway (http://gateway.ovid.com/athens)

1. *“Urinary Tract Infections”/di, ep [Diagnosis, Epidemiology]
2. *bacteriuria/di, ep [Diagnosis, Epidemiology]
3. (uti or utis).ti.
5. bacteriuria.ti.
6. or/1-5
7. exp infants/
8. (frequency or frequencies or occurrence$ or incidence$ or prevalence$ or number$ or times or rate or rates or episode$ or natural history).ti,ab.
9. exp data collection/
10. 8 or 9
11. 6 and 9
12. Vesico-Ureteral Reflux/
13. vesicoureteral reflux.ti,ab.
14. Vesico-Ureteral Reflux.ti,ab.
15. vur.ti,ab.
16. or/12-15
17. 11 and 16
18. 17 and (mild or severe or grade$).af.

This search strategy produced 28 records.
Questions 2, 3, 4 (second part), 6, 7 and 8 (second part)
EMBASE (1980 to week 6 2003)
Searched 24 February 2003 on OvidWeb Gateway (http://gateway.ovid.com/athens)
1. **“Urinary Tract Infection”/di, ep [Diagnosis, Epidemiology]
2. *bacteriuria/di, ep [Diagnosis, Epidemiology]
3. (uti or utis).ti.
5. bacteriuria.ti.
6. or/1-5
7. (frequency or frequencies or occurrence$ or incidence$ or prevalence$ or number$ or times or rate or rates or episode$ or natural history).ti,ab.
8. exp information processing/
9. 7 or 8
10. Vesicoureteral Reflux/
11. vesicoureteral reflux.ti,ab.
12. Vesico-Ureteral Reflux.ti,ab.
13. vur.ti,ab.
14. or/10-13
15. exp infant/
16. 6 and 9 and 15 and 14
17. (mild or severe or grade$).af.
18. 16 and 17

This search strategy produced 18 records.

Questions 9, 12 (first part), 13 and 16 (first part)
MEDLINE (1966 to January week 2 2003)
Searched 29 January 2003 on OvidWeb Gateway (http://gateway.ovid.com/athens)
1. **“Urinary Tract Infections”/di, ep [Diagnosis, Epidemiology]
2. *bacteriuria/di, ep [Diagnosis, Epidemiology]
3. (uti or utis).ti.
5. bacteriuria.ti.
6. or/1-5
7. (frequency or frequencies or occurrence$ or incidence$ or prevalence$ or number$ or times or rate or rates or episode$ or natural history).ti,ab.
8. Recurrent Disease/
9. 7 or 8
10. 6 and 9
11. exp child/
12. (frequency or frequencies or occurrence$ or incidence$ or prevalence$ or number$ or times or rate or rates or episode$ or natural history).ti,ab.
13. exp information processing/
14. 12 or 13
15. 10 and 11 and 14

This search strategy produced 201 records.

Questions 10, 11, 12 (second part), 14, 15 and 16 (second part)
MEDLINE (1966 to January week 2 2003)
Searched 29 January 2003 on OvidWeb Gateway (http://gateway.ovid.com/athens)
1. **“Urinary Tract Infections”/di, ep [Diagnosis, Epidemiology]
2. *bacteriuria/di, ep [Diagnosis, Epidemiology]
3. (uti or utis).ti.
5. bacteriuria.ti.
6. or/1-5
7. exp child/
8. (frequency or frequencies or occurrence$ or incidence$ or prevalence$ or number$ or times or rate or rates or episode$ or natural history).ti,ab.
9. exp data collection/
10. 8 or 9
11. 6 and 7 and 10
12. Vesico-Ureteral Reflux/
13. vesicoureteral reflux.ti,ab.
14. Vesico-Ureteral Reflux.ti,ab.
15. vur.ti,ab.
16. or/12-15
17. 11 and 16
18. 17 and (mild or severe or grade$).af.

This search strategy produced 30 records.
Questions 10, 11, 12 (second part), 14, 15 and 16 (second part)
EMBASE (1980 to week 6 2003)
Searched 24 February 2003 on OvidWeb Gateway (http://gateway.ovid.com/athens)

1. "Urinary Tract Infection"/di, ep [Diagnosis, Epidemiology]
2. *bacteriuria/di, ep [Diagnosis, Epidemiology]
3. (uti or utis).ti.
5. bacteriuria.ti.
6. or/1-5
7. exp child/
8. (frequency or frequencies or occurrence$ or incidence$ or prevalence$ or number$ or times or rate or rates or episodes$ or natural history).ti,ab.
9. exp information processing/
10. 8 or 9
11. 6 and 7 and 10
12. Vesicoureteral Reflux/
13. vesicoureteral reflux.ti,ab.
14. Vesico-Ureteral Reflux.ti,ab.
15. vur.ti,ab.
16. or/12-15
17. 11 and 16
18. 17 and (mild or severe or grade$).af.

This search strategy produced 38 records.

Rates of occurrence
Questions 17 and 20
MEDLINE (1966 to January week 2 2003)
Searched 29 January 2003 on OvidWeb Gateway (http://gateway.ovid.com/athens)

1. "Urinary Tract Infections"/di, ep [Diagnosis, Epidemiology]
2. *bacteriuria/di, ep [Diagnosis, Epidemiology]
3. (uti or utis).ti.
5. bacteriuria.ti.
6. or/4-8
7. (proportion or proportions or rate or rates or percent$ or per cent$ or incidence or level).mp. [mp=title, abstract, subject headings, drug trade name, original title, device manufacturer, drug manufacturer name]
8. Recurrence/
9. 7 or 8
10. 6 and 9
11. (proportion or proportions or rate or rates or percent$ or per cent$ or incidence or level).mp. [mp=title, abstract, cas registry/ec number word, mesh subject heading]
12. pyelonephritis$ti.ab.
13. exp pyelonephritis/
14. 12 or 13
15. exp infant/
16. 15 and 14 and 10
17. 16 and 11

This search strategy produced eight records.

Questions 18, 19, 21, 22, 24, 25, 27 and 28
MEDLINE (1966 to January week 2 2003)
Searched 29 January 2003 on OvidWeb Gateway (http://gateway.ovid.com/athens)

1. pyelonephritis$ti.ab.
2. exp pyelonephritis/
3. 1 or 2
4. "Urinary Tract Infections"/di, ep [Diagnosis, Epidemiology]
5. *bacteriuria/di, ep [Diagnosis, Epidemiology]
6. (uti or utis).ti.
8. bacteriuria.ti.
9. or/4-8
10. (proportion or proportions or rate or rates or percent$ or per cent$ or incidence or level).mp. [mp=title, abstract, cas registry/ec number word, mesh subject heading]
11. Vesico-Ureteral Reflux/
12. vesicoureteral reflux.ti,ab.
13. Vesico-Ureteral Reflux.ti,ab.
14. vur.ti,ab.
15. or/11-14
16. 3 and 9 and 15 and 10
17. (mild or severe or grade$).af.
18. 16 and 17

This search strategy produced 13 records.

Questions 18, 19, 21, 22, 24, 25, 27 and 28
EMBASE (1980 to week 6 2003)
Searched 24 February 2003 on OvidWeb Gateway (http://gateway.ovid.com/athens)

1. pyelonephritis.ti,ab.
2. exp pyelonephritis/
3. 1 or 2
4. *“Urinary Tract Infection”/di, ep [Diagnosis, Epidemiology]
5. *bacteriuria/di, ep [Diagnosis, Epidemiology]
6. (uti or utis).ti.
8. bacteriuria.ti.
9. or/4-8
10. (proportion or proportions or rate or rates or percent$ or per cent$ or incidence or level).mp. [mp=title, abstract, cas registry/ec number word, mesh subject heading]
11. Vesicoureteral Reflux/
12. vesicoureteral reflux.ti,ab.
13. Vesico-Ureteral Reflux.ti,ab.
14. vur.ti,ab.
15. or/11-14
16. 3 and 9 and 15 and 10
17. (mild or severe or grade$).af.
18. 16 and 17

This search strategy produced 13 records.

Questions 23 and 26
MEDLINE (1966 to January week 2 2003)
Searched 29 January 2003 on OvidWeb Gateway (http://gateway.ovid.com/athens)

1. pyelonephritis.ti,ab.
2. exp pyelonephritis/
3. 1 or 2
4. *“Urinary Tract Infection”/di, ep [Diagnosis, Epidemiology]
5. *bacteriuria/di, ep [Diagnosis, Epidemiology]
6. (uti or utis).ti.
8. bacteriuria.ti.
9. or/1-5
10. (recurren$ or recrudescence$ or remission$ or relapse$ or re-infection$).ti,ab.
11. exp child/
12. (proportion or proportions or rate or rates or percent$ or per cent$ or incidence or level).mp. [mp=title, abstract, cas registry/ec number word, mesh subject heading]
13. pyelonephritis.ti,ab.
14. exp pyelonephritis/
15. 13 or 14
16. 10 and 11 and 12 and 15

This search strategy produced 19 records.

Relationship of events
Question 29
MEDLINE (1966 to January week 2 2003)
Searched 29 January 2003 on OvidWeb Gateway (http://gateway.ovid.com/athens)

1. pyelonephritis.ti,ab.
2. pyonephrosis.ti,ab.
3. *PYELONEPHRITIS/
4. or/1-3
5. renal scar$.mp.
6. kidney scar$.mp.
7. exp Kidney Diseases/
8. exp kidney/
9. *Cicatrix/
10. (7 or 8) and 9
11. renal lesion$.mp.
This search strategy produced 167 records.

Question 29
EMBASE (1980 to week 6 2003)
Searched 24 February 2003 on OvidWeb Gateway (http://gateway.ovid.com/athens)

1. pyelonephritis$.ti,ab.
2. pyonephrosis.ti,ab.
3. *PYELONEPHRITIS/
4. or/1-3
5. renal scar$.mp.
6. kidney scar$.mp.
7. Kidney Scar/
8. renal lesion$.mp.
9. kidney lesion$.mp.
10. renal damage.mp.
11. (cause or causes or causative or relations or relationship$ or link or effect or etiology).ti,ab.
12. (subsequent or lead or leads or leading or correlated or related or complications).ti,ab.
13. 11 or 12
14. (animal/ or nonhuman/) not ((animal/ or nonhuman/) and human/)
15. or/5-10
16. 4 and 15 and 13
17. 16 not 14

This search strategy produced 146 records.

Question 30
MEDLINE (1966 to January week 2 2003)
Searched 29 February 2003 on OvidWeb Gateway (http://gateway.ovid.com/athens)

1. Kidney Failure, Chronic/
2. esrd.ti,ab.
3. end-stage renal disease$.ti,ab.
4. end-stage kidney disease$.ti,ab.
5. renal insufficiency.ti,ab.
6. kidney insufficiency.ti,ab.
7. renal failure.ti,ab.
8. or/1-7
9. renal scar$.mp.
10. kidney scar$.mp.
11. Kidney Scar/
12. (cause or causes or causative or relations or relationship$ or link or effect or etiology).ti,ab.
13. (subsequent or lead or leads or leading or correlated or related or complications).ti,ab.
14. 12 or 13
15. (animal/ or nonhuman/) not ((animal/ or nonhuman/) and human/)
16. or/9-11
17. 16 and 8 and 14
18. 17 not 15

This search strategy produced 64 records.

Question 31
MEDLINE (1966 to January week 2 2003)
Searched 29 January 2003 on OvidWeb Gateway (http://gateway.ovid.com/athens)

((consequence$ or complication$ or outcome$ or sequelae or long-term effects or long-term effect or impact or impacts) and (renal scar$ or kidney scar$ or kidney lesion$ or renal lesion$ or renal damage or kidney damage)).ti.

This search strategy produced ten records.
Question 31
EMBASE (1980 to week 6 2003)
Searched 24 February 2003 on OvidWeb Gateway (http://gateway.ovid.com/athens)

(((consequence$ or complication$ or outcome$ or sequelae or long-term effects or long-term effect or impact or impacts) and (renal scar$ or kidney scar$ or kidney lesion$ or renal lesion$ or renal damage or kidney damage)).ti.

This search strategy produced six records.

Question 32
MEDLINE (1966 to January week 2 2003)
Searched 29 January 2003 on OvidWeb Gateway (http://gateway.ovid.com/athens)

(((consequence$ or complication$ or outcome$ or sequelae or long-term effects or long-term effect or impact or impacts) adj (esrd or renal insufficiency or kidney insufficiency or end-stage kidney disease or end-stage renal disease or end-stage renal failure or end-stage kidney failure)).ti.

This search strategy produced 41 records.

Question 32
EMBASE (1980 to week 6 2003)
Searched 24 March 2003 on OvidWeb Gateway (http://gateway.ovid.com/athens)

(((consequence$ or complication$ or outcome$ or sequelae or long-term effects or long-term effect or impact or impacts) adj (esrd or renal insufficiency or kidney insufficiency or end-stage kidney disease or end-stage renal disease or end-stage renal failure or end-stage kidney failure)).ti.

This search strategy produced 26 records.

Questions 1–32
IPD (1994 to 1 February 2003)
Searched 25 February 2003 on DialogWeb (http://library.dialog.com/)

s urinary tract(3w)infection?
s s5:s10
s infant?
s s4 and s11 and s12
s child?
s s4 and s11 and s14
s pyelonephritis?
s pyonephrosis
s s16:s17
s s4 and s11 and s18
s vesico(ureteral(w))reflux
s vesicoureteral(w)reflux
s vur
s s20:s22
s severe or mild or grade?
s s24 and s4 and s23 and s12
s s24 and s4 and s23 and s14
s s4 and s23 and s18 and s24
s renal(w)scar?
s kidney(w)scar?
s renal(w)lesion?
s kidney(w)lesion?
s renal(w)damage
s cicatrix
s s28:s33
s kidney(w)failure
s esrd
s end(w)stage(w)renal(w)disease?
s end(w)stage(w)kidney(w)disease?
s renal(w)insufficiency
s kidney(w)insufficiency
s renal(w)failure
s s35:s41
s consequence?
s complication?
s outcome?
s sequelae
s long(w)term(w)effects
s long(w)term(w)effect
s impact
s impacts
s s43:s50
s s34 and s51
s s42 and s51
s cause
s causes
s causative
s relations
s relationship?
s link
s effect
s etiology
s subsequent
s lead
s leads
s leading
s correlated
This yielded 947 hits, of which 25 were selected by the information officer as being of potential relevance.

Health-related quality of life and its valuation

First set of health-related quality of life searches

Question 33 (using search filter by Paisley et al., 2002)

MEDLINE (1966 to January week 2 2003)
Searched 30 January 2003 on OvidWeb Gateway (http://gateway.ovid.com/athens)

1. *“Urinary Tract Infections”/
2. *bacteriuria/
3. (uti or utis).ti.
5. bacteriuria.ti.
6. pyelonephritis$.ti.ab.
7. exp pyelonephritis/
8. pyonephrosis.ti.ab.
9. or/1-8
10. “health status indicators”/
11. “outcome and process assessment (health care)”/
12. “outcome assessment (health care)”/
13. quality of life/
14. outcome measure$.tw.
15. health measure$.tw.
16. or/10-18
17. 9 and 19
18. 20 and 21
19. 20 and 21
20. ((duration or length or time or period) adj2 symptoms).tw.
21. 9 and 21 and 23
22. 22 or 24

This search strategy produced 28 records.

Question 33 (using brief outcome filter by Brettle et al., 1998, with duration of symptoms terms added)

MEDLINE (1966 to February week 2 2003)
Searched 20 February 2003 on OvidWeb Gateway (http://gateway.ovid.com/athens)

1. *“Urinary Tract Infections”/
2. *bacteriuria/
3. (uti or utis).ti.
5. bacteriuria.ti.
6. pyelonephritis$.ti.ab.
7. exp pyelonephritis/
8. pyonephrosis.ti.ab.
9. or/1-8
10. “health status indicators”/
11. “outcome and process assessment (health care)”/
12. “outcome assessment (health care)”/
13. quality of life/
14. outcome measure$.tw.
15. health measure$.tw.
16. or/10-18
17. 9 and 19
18. exp child/ or exp infant/
19. 20 and 21
20. 20 and 21
21. 20 and 21
22. 22 or 24

This search strategy produced no records.

Question 33 (using comprehensive outcome filter by Brettle et al., 1998, with duration of symptoms terms added)

MEDLINE (1966 to February week 2 2003)
Searched 20 February 2003 on OvidWeb Gateway (http://gateway.ovid.com/athens)

1. *“Urinary Tract Infections”/
2. *bacteriuria/
3. (uti or utis).ti.
5. bacteriuria.ti.
6. pyelonephritis$.ti.ab.
7. exp pyelonephritis/
8. pyonephrosis.ti.ab.
9. or/1-8
10. “health status indicators”/
11. “outcome and process assessment (health care)”/
12. “outcome assessment (health care)”/
13. quality of life/
14. outcome measure$.tw.
15. health status.tw. or health outcome$.tw
16. quality of life.tw.
17. endpoint$ or end point$ or end-point$.tw.
18. self-report$.tw.
19. functional outcome$.tw.
20. outcome$.ti.
21. outcome$.tw.
25. measure$.tw.
26. assess$.tw.
27. (score$ or scoring).tw.
28. index.tw.
29. indices.tw.
30. scale$.tw.
31. monitor$.tw.
32. or/10-23
33. or/25-31
34. 24 and 33
35. 32 or 34
36. 35 and 9
37. exp child/ or exp infant/
38. 36 and 37
39. ((duration or length or time or period) adj2 symptoms).tw.
40. 9 and 37 and 39
41. 38 or 40

This search strategy produced 143 records.

Revised Health-related quality of life searches

Question 33

MEDLINE (1966 to April week 3 2003)
Searched 1 May 2003 on OvidWeb Gateway
(\text{http://gateway.ovid.com/athens})

1. (sf36 or sf 36).tw.
2. (eq5d or eq 5d or euroqol or euro qol).tw.
3. (short form 36 or shortform 36 or sf thirtysix or sf thirty six or shortform thirtysix or shortform thirty six or short form thirtysix or short form thirty six).tw.
4. (hrql or hrqol or h qol or hql or hqol).tw.
5. (hye or hyes or health$ year$ equivalent$ or health utilit$).tw.
6. health related quality of life.tw.
7. rosser.tw.
8. (standard gamble$ or time trade off or time tradeoff or tto or willingness to pay).tw.
9. (disutilities or disutility or daly or disability adjusted life).tw.
10. “Quality of Life”/
11. health status indicators/
12. quality adjusted life year/
13. (qaly$ or quality adjusted life or quality of life or life quality).tw.
14. qwb$.tw.
15. (quality of wellbeing or quality of well being).tw.
16. factor analysis.tw.
17. preference based.tw.
18. health status.tw.
19. (state adj2 (value or values or valuing or valued)).tw.
20. hspv.tw.
21. *“Urinary Tract Infections”/*

22. *bacteriuria/.
23. (uti or utis).ti.
25. bacteriuria.ti.
26. pyelonephritis.ti,ab.
27. exp pyelonephritis/
28. pyonephrosis.ti,ab.
29. or/21-28
30. or/1-20
31. 29 and 30
32. life expectancy/
33. life expectancy.tw.
34. 32 or 33
35. 29 and 34
36. ((duration or length or period of time or lasting or last or lasted) adj4 sympto$).ti,ab.
37. 29 and 36

This yielded 51 papers from the quality of life filter, 13 from life expectancy and 35 from duration of symptoms. In total, after deduplication, this combination produced 95 records.

Question 33

EMBASE (1980 to week 17 2003)
Searched 1 May 2003 on OvidWeb Gateway
(\text{http://gateway.ovid.com/athens})

1. (sf36 or sf 36).tw.
2. (eq5d or eq 5d or euroqol or euro qol).tw.
3. (short form 36 or shortform 36 or sf thirtysix or sf thirty six or shortform thirtysix or shortform thirty six or short form thirtysix or short form thirty six).tw.
4. (hrql or hrqol or h qol or hql or hqol).tw.
5. (hye or hyes or health$ year$ equivalent$ or health utilit$).tw.
6. health related quality of life.tw.
7. rosser.tw.
8. (standard gamble$ or time trade off or time tradeoff or tto or willingness to pay).tw.
9. (disutilities or disutility or daly or disability adjusted life).tw.
10. “Quality of Life”/
11. health status indicators/
12. quality adjusted life year/
13. (qaly$ or quality adjusted life or quality of life or life quality).tw.
14. qwb$.tw.
15. (quality of wellbeing or quality of well being).tw.
16. factor analysis.tw.
17. preference based.tw.
18. health status.tw.
19. (state adj2 (value or values or valuing or valued)).tw.
20. hspv.tw.
21. **“Urinary Tract Infection”**/
22. *bacteriuria/  
23. (uti or utis).ti.
25. bacteriuria.ti.
26. pyelonephritis$.ti,ab.
27. exp pyelonephritis/
28. pyonephrosis.ti,ab.
29. or/21-28
30. or/1-20
31. 29 and 30
32. life expectancy/tw.
33. life expectancy./
34. 32 or 33
35. 29 and 34
36. ((duration or length or period of time or lasting or last or lasted) adj4 symptom$).ti,ab.
37. 29 and 36

This yielded 85 papers from the quality of life filter, 14 from life expectancy and 25 from duration of symptoms. In total, after deduplication, this combination produced 122 records.

**Question 34**
**MEDLINE (1966 to April week 3 2003)**
**Searched 1 May 2003 on OvidWeb Gateway (http://gateway.ovid.com/athens)**

1. animal/ not (animal/ and human/)
2. *Kidney Failure, Chronic/
3. esrd.ti.
4. end-stage renal disease$.ti.
5. end-stage kidney disease$.ti.
6. renal insufficiency.ti.
7. kidney insufficiency.ti.
8. renal failure.ti.
9. or/1-9
10. life expectancy.ti.
11. *life expectancy/
12. 10 or 11 or quality adjusted life expectancy.mp.  
   [mp=title, abstract, cas registry/ec number word, mesh subject heading]
13. 9 and 12
14. 13 not 1

This search strategy produced five records.

**Question 35**
**MEDLINE (1966 to April week 3 2003)**
**Searched 1 May 2003 on OvidWeb Gateway (http://gateway.ovid.com/athens)**

1. renal scar$.mp.
2. kidney scar$.mp.
3. exp Kidney Diseases/
4. exp kidney/
5. *Cicatrix/
6. (3 or 4) and 5
7. renal lesions$.mp.
8. kidney lesion$.mp.
9. renal damage.mp.
10. 1 or 2 or 6 or 7 or 8 or 9
11. animal/ not (animal/ and human/)
12. life expectancy.tw.
13. Life Expectancy/
14. 12 or 13
15. 10 and 14
16. 15 not 11

This search strategy produced five records.

**Question 36**
**MEDLINE (1966 to April week 3 2003)**
**Searched 1 May 2003 on OvidWeb Gateway (http://gateway.ovid.com/athens)**

1. renal scar$.mp.
2. kidney scar$.mp.
3. Kidney Scar/
4. renal lesion$.mp.
5. kidney lesion$.mp.
6. *Cicatrix/
7. renal damage.mp.
8. kidney lesion$.mp.
9. renal damage.mp.
10. 1 or 2 or 6 or 7 or 8 or 9
11. animal/ not (animal/ and human/)
12. life expectancy.tw.
13. Life Expectancy/
14. 12 or 13
15. 10 and 14
16. 15 not 11

This search strategy produced four records.
Resource use and costs
Question 36
NHS EED
Searched 17 February 2003 on CRD Internal Administration version using CAIRS software

S (uti O utis O urinary(w)tract(3w)infection$ OR pyonephrosis OR pyelonephritis OR bacteriuria)/til

This search strategy produced 58 records.

HEED (Issue February 2003)
Searched 26 February 2003 on CD-ROM

TI=uti
TI=utis
TI=‘urinary tract infection’
TI=‘urinary tract infections’
TI=pyonephrosis
TI=pyelonephritis
TI=bacteriuria
CS=1 OR 2 OR 3 OR 4 OR 5 OR 6 OR 7

This search strategy produced 64 records.

Searched 26 February 2003

This gave the number of day cases and hospital admissions for kidney or UTIs and the number of main operations carried out in NHS hospitals in England, 2001–2002.

BNF September 2002 (http://www.bnf.org)
Searched 26 February 2003

This gave the costs of the antibiotics for UTIs.

Searched 26 February 2003

This gave the UTI prevalence rates broken down by gender and age (0–4, 5–15 years, etc.) by new and first ever episodes, patients consulting and consultations with doctor broken down by age

Searched 26 February 2003

This gave the costs of kidney or urinary tract infections for Primary Care Trusts and the cost for dialysis.

Relative treatment effect of interventions
Question 39
CDSR (2003 Issue 1)
Searched 31 January 2003 on CD-ROM

#1. BACTERIURIA single term (MeSH) 372
#2. URINARY TRACT INFECTIONS single term (MeSH) 1254
#3. (uti:ti or utis:ti) 23
#4. ((urinary:ti next tract:ti) and infection*:ti) 964
#5. bacteriuria:ti 173
#6. (#1 or #2 or #3 or #4 or #5)

This search retrieved ten Cochrane reviews and four protocols, which were sifted for relevance by the information officer. Two reviews and one protocol were then sent to the modeller.

Question 39
DARE
Searched 31 January 2003 on CRD Public Administration version using CAIRS software

S (uti OR utis OR urinary(w)tract(3w)infection$ OR pyonephrosis OR pyelonephritis OR bacteriuria)/ttl
S (urinary-tract-infection$ OR bacteriuria)/kwo
S s1 OR s2

This produced 30 records, which were checked for relevance by the information officer. Six of the 30 references were then sent to the modeller.

Question 39
HTA Database
Searched 31 January 2003 on CRD Public Administration version using CAIRS software

S (uti OR utis OR urinary(w)tract(3w)infection$ OR pyonephrosis OR pyelonephritis OR bacteriuria)/ttl
S (urinary-tract-infection$ OR bacteriuria)/kwo
S s1 OR s2

This produced four records, which were checked by the information officer for potential relevance. None of the references was of any relevance and therefore the results were not sent to the modeller.

Question 40
CDSR (2003 Issue 1)
Searched 31 January 2003 on CD-ROM

#1. VESICO-URETERAL REFLUX explode all trees (MeSH)
This resulted in six Cochrane reviews and two protocols after an initial sift by the information officer. One protocol was sent to the modeller.

DARE and HTA Database
Searched 31 January 2003 on CRD Public Administration version using CAIRS software

S vesico(w)ureteral(w)reflux or vesicoureteral(w)reflux

This yielded no hits, so the search was continued using CENTRAL.

CENTRAL (2003 Issue 1)
Searched 31 January 2003 on CD-ROM

This resulted in 72 hits, 32 of which were sent to the health economist after an initial sift by the information officer.

Other parameters: antibiotic resistance

Question 41
MEDLINE (1966 to February week 2 2003)
Searched 21 February 2003 on OvidWeb Gateway (http://gateway.ovid.com/athens)

This search strategy produced 78 records.

Question 41
EMBASE (1980 to week 6 2003)
Searched 24 February 2003 on OvidWeb Gateway (http://gateway.ovid.com/athens)
### (b) Results by database from searches for the case study

<table>
<thead>
<tr>
<th>Search strategy</th>
<th>Question number(s)</th>
<th>Total records retrieved for the search</th>
<th>Deduplication within each set of questions</th>
<th>No. of records identified per database</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MEDLINE</td>
<td>EMBASE</td>
<td>Other database and no. of records</td>
</tr>
<tr>
<td>Baseline events data</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1,4,5,8</td>
<td>222</td>
<td>199</td>
<td>108</td>
</tr>
<tr>
<td>2</td>
<td>2,3,4,6,7,8</td>
<td>50</td>
<td>39</td>
<td>28</td>
</tr>
<tr>
<td>3</td>
<td>9,12,13,16</td>
<td>315</td>
<td>242</td>
<td>201</td>
</tr>
<tr>
<td>4</td>
<td>10-16</td>
<td>73</td>
<td>49</td>
<td>30</td>
</tr>
<tr>
<td>5</td>
<td>17,20</td>
<td>92</td>
<td>86</td>
<td>25</td>
</tr>
<tr>
<td>6</td>
<td>18-22,24,25,27</td>
<td>30</td>
<td>21</td>
<td>13</td>
</tr>
<tr>
<td>7</td>
<td>23,26</td>
<td>118</td>
<td>105</td>
<td>40</td>
</tr>
<tr>
<td>8</td>
<td>29</td>
<td>323</td>
<td>224</td>
<td>167</td>
</tr>
<tr>
<td>9</td>
<td>30</td>
<td>155</td>
<td>111</td>
<td>64</td>
</tr>
<tr>
<td>10</td>
<td>31</td>
<td>32</td>
<td>30</td>
<td>10</td>
</tr>
<tr>
<td>11</td>
<td>32</td>
<td>759</td>
<td>742</td>
<td>41</td>
</tr>
<tr>
<td>Quality of life</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12a first search</td>
<td>33</td>
<td>171</td>
<td>143</td>
<td>143</td>
</tr>
<tr>
<td>12b revised search</td>
<td>33</td>
<td>217</td>
<td>173</td>
<td>95</td>
</tr>
<tr>
<td>13</td>
<td>34</td>
<td>14</td>
<td>12</td>
<td>9</td>
</tr>
<tr>
<td>14</td>
<td>35</td>
<td>7</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>Resource use</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>36</td>
<td>121</td>
<td>99</td>
<td>NHS EED 57</td>
</tr>
<tr>
<td>Effectiveness of interventions</td>
<td>39</td>
<td>48</td>
<td>34</td>
<td>CDSR 14</td>
</tr>
<tr>
<td>17</td>
<td>40</td>
<td>78</td>
<td>78</td>
<td>CDSR 6</td>
</tr>
<tr>
<td>Resistance to drugs</td>
<td>18</td>
<td>284</td>
<td>242</td>
<td>78</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>3109</td>
<td>2631</td>
<td>1056</td>
</tr>
</tbody>
</table>

The resulting Endnote Library with the results of all the searches (except for those from IPD) contained 2162 records before deduplication. After deduplication, however, the number of records in the Endnote Library was reduced considerably to 1213 [some of the duplication was between databases for the same search (478 records) and some duplication of the records was from the results of the searches for the different questions (471 records)]. The extra 25 records resulting from the searches in IPD were given to the modeller in printed format. Of these 25 records, three were duplicates from previous searches.
resistance"/ or **"drug tolerance"/ or **"drug cross tolerance"/
24. (resistance or resistant).ti.
25. 23 or 24
26. exp child/ or exp infant/
27. or/10-22
28. 25 and 26 and 27 and 9
29. 25 and 27 and 9
This search strategy produced 206 records.

(c) Relevant records for each question set

<table>
<thead>
<tr>
<th>Question area</th>
<th>MEDLINE</th>
<th>EMBASE</th>
<th>IPD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline events data</td>
<td>0</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Resource use and unit costs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health-related quality of life using Paisley and Brettle's filters</td>
<td>6</td>
<td>EMBASE</td>
<td></td>
</tr>
<tr>
<td>Revised health-related quality of life searches</td>
<td></td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Life expectancy</td>
<td>3</td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>Relative treatment effects</td>
<td>2</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>Other parameters: antibiotic resistance</td>
<td>2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Appendix 9

Searches for the effects of bias on treatment outcomes

(a) First searches: scoping search

MEDLINE 1966 (March week 2 2003)
Searched 26 March 2003 on OvidWeb Gateway (http://gateway.ovid.com/athens)

1. “bias (epidemiology)”/ or selection bias/
2. “publication bias”/
3. “confounding factors (epidemiology)”/
4. ((exaggerat$ or precision or bias or biased or biases or accurat$ or inaccurat$ or underexaggerat$ or imprecise or larger or smaller) adj estimate$ adj2 (treatment or effect or intervention or benefit or harm or efficacy)).mp. [mp=title, abstract, cas registry/ ec number word, mesh subject heading]
5. (underestimat$ adj2 (treatment or effect or intervention or benefit or harm or efficacy)).mp.
6. (bias or biases or biased).ti.
7. exp research design/
8. exp epidemiologic study characteristics/ or exp epidemiologic research design/
9. odds ratio/
10. or/1-6
11. or/7-9
12. 10 and 11
13. limit 12 to yr=1990-2003

(b) Second set searches: focused search strategies

MEDLINE (1966 to April week 4 2003)
Searched 12 May 2003 on OvidWeb Gateway (http://gateway.ovid.com/athens)

1. **“bias (epidemiology)”/ or *selection bias/
2. **“publication bias”/
3. **“confounding factors (epidemiology)”/
4. ((overestimat$ or shrink$ or magnitude or exaggerat$ or underestimat$ or precision or accurat$ or inaccurat$ or underexaggerat$ or overestimat$ or imprecis$ or larger or smaller) adj2 (effect estimate$ or treatment effect$ or treatment size$ or effect size$ or bias$ or benefit or harm or efficacy)).ti,ab.
5. ((quantif$ or amount or measur$ or correct$) adj2 bias$).ti,ab.
6. ((deal$ or calibrat$ or impacts$ or effect$ or adjust$) adj2 bias$).ti,ab.
7. (bias or biased or biases).ti.
8. *research design/mt, st, sn or *control groups/mt, st, sn or *double-blind method/mt, st, sn or *patient selection/mt, st, sn or *random allocation/mt, st, sn or *sample size/mt, st, sn
9. *epidemiologic studies/mt, st, sn or *case-control studies/mt, st, sn or *retrospective studies/mt, st, sn or *cohort studies/mt, st, sn or *longitudinal studies/mt, st, sn or *follow-up studies/mt, st, sn or *prospective studies/mt, st, sn or *cross-sectional studies/mt, st, sn or *seroprevalence studies/mt, st, sn or *hiv seroprevalence/mt, st, sn or *clinical trials/mt, st, sn or *clinical trials, phase i/mt, st, sn or *clinical trials, phase ii/mt, st, sn or *clinical trials, phase iii/mt, st, sn or *clinical trials, phase iv/mt, st, sn or *controlled clinical trials/mt, st, sn or *multicenter studies/mt, st, sn or *feasibility studies/mt, st, sn or *intervention studies/mt, st, sn or *pilot projects/mt, st, sn or *sampling studies/mt, st, sn or *twin studies/mt, st, sn or *epidemiologic research design/mt, st, sn or *control groups/mt, st, sn or *cross-over studies/mt, st, sn or *double-blind method/mt, st, sn or *matched-pair analysis/mt, st, sn or *random allocation/mt, st, sn or *reproducibility of results/mt, st, sn or *sample size/mt, st, sn or *sensitivity and specificity/mt, st, sn or *predictive value of tests/mt, st, sn or *roc curve/mt, st, sn or *single-blind method/mt, st, sn
10. *Cost-Benefit Analysis/st, sn, mt or *odds ratio/ or *markov chains/ or *meta-analysis/ or *randomized controlled trials/
11. 8 or 9 or 10
12. 1 or 2 or 3 or 4 or 5 or 6 or 7
13. 12 and 11
14. limit 13 to yr=1990-2003

This yielded 388 records.
EMBASE (1980 to week 19 2003)  
Searched 13 May 2003 on OvidWeb Gateway  
(http://gateway.ovid.com/athens)

1. ((overestimat$ or shrink$ or magnitude or  
exaggerat$ or underestimat$ or precision or  
accurat$ or inaccurat$ or underexaggerat$ or  
overexaggerat$ or imprecis$ or larger or  
smaller) adj2 (effect estimates$ or treatment  
effect$ or treatment size$ or effect size$ or  
bias or benefit or harm or efficacy)).ti,ab.
2. ((quantif$ or amount or measur$ or correct$)  
adj2 bias$).ti,ab.
3. ((deal$ or calibrat$ or impact$ or effect$ or  
adjust$) adj2 bias$).ti,ab.
4. (bias or biased or biases).ti.
5. bias.sh.
6. (or/1-4) or 5
7. exp *economic evaluation/
8. *types of study/ or *feasibility study/ or  
*theoretical study/ or *drug comparison/ or  
*controlled study/ or *case control study/ or  
*randomized controlled trial/ or *meta  
analysis/ or *outcomes research/ or *stochastic  
model/ or *placebo/
9. 7 or 8
10. 6 and 9
11. limit 10 to yr=1990-2004

This yielded 133 records.

HTA Database  
Searched 13 May 2003  
(http://nhscrd.york.ac.uk/welcome.htm)

Bias or biased or biases

This yielded 47 records.

Cochrane Database of Methodology Reviews  
(2003 Issue 2) (web version)  
Browsed 13 May 2003 (http://www.update-
software.com/clibng/cliblogon.htm)

This database is still relatively small, so the nine  
completed and seven ongoing reviews were  
browsed for potentially relevant reviews.

CMR (2003 Issue 2) (web version)  
Searched 13 May 2003 (http://www.update-
software.com/clibng/cliblogon.htm)

BIAS (EPIDEMIOLOGY) explode all trees  
(MeSH)  
PUBLICATION BIAS single term (MeSH)  
(bias:ti or biased:ti or biases:ti)  
(#1 or #2 or #3)

This yielded 256 records.

DARE  
Searched 13 May 2003 on CRD administration  
database using CAIRS software  
S m/st1  
S bias or biased or biases:til  
S bias:kwo  
S (overestimat$ or shrink$ or magnitude or  
exaggerat$ or underestimat$ or precision or  
accurat$ or underexaggerat$ or  
overexaggerat$ or imprecis$ or larger or  
smaller)(2w)(estimat$ or treatment(W)effect$  
or treatment(w)size$ or effect(w)size$ or bias$  
or benefit or harm or efficacy)  
S S2:S4  
S S1 and S5

This yielded 175 records.

NHS EED  
Searched 13 May 2003 on CRD administration  
database using CAIRS software  
S methodology/st1  
S bias or biased or biases:til  
S bias:kwo  
S (overestimat$ or shrink$ or magnitude or  
exaggerat$ or underestimat$ or precision or  
accurat$ or underexaggerat$ or  
overexaggerat$ or imprecis$ or larger or  
smaller)(2w)(estimat$ or treatment(W)effect$  
or treatment(w)size$ or effect(w)size$ or bias$  
or benefit or harm or efficacy)  
S S2:S4  
S S1 and S5

This yielded 26 records.
**Balk et al., 2002**

**Objective:** To determine whether quality measures are associated with treatment effect size in RCTs.

**Design:** Quality measures from published quality assessment scales were evaluated in RCTs included in meta-analyses from four medical areas (cardiovascular disease, infectious disease, paediatrics and surgery). For each quality measure, a relative OR for treatment effect was calculated, defined as the ratio of the strength of the treatment effect in studies in which the quality measure was present to the strength of the effect in studies in which it was absent.

Individual quality measures are not reliably associated with the strength of treatment effect across studies and medical areas. Although use of specific quality measures may be appropriate in specific well-defined areas in which there is pertinent evidence, findings of associations with treatment effect cannot be generalised to all clinical areas or meta-analyses.

24 quality measures were analysed for 276 RCTs from 26 meta-analyses. Relative ORs of high- versus low-quality studies for these quality measures ranged from 0.83 to 1.26; none was statistically significantly associated with treatment effect. The proportion of studies fulfilling specific quality measures varied widely in the four medical areas. In analyses limited to specific medical areas, placebo control, multicentre studies, study country, caregiver blinding, and statistical methods were significantly associated with treatment effect on seven occasions. These relative ORs ranged from 0.40 to 1.74. However, the directions of these associations were not consistent.

- ‘Randomisation methods described’ (OR 1.03, 95% CI 0.89 to 1.20)
- ‘Central randomisation site’ (OR 1.01, 95% CI 0.85 to 1.18)
- ‘Allocation concealment’ (OR 1.05, 95% CI 0.91 to 1.21)

**Conclusion:**

Individual quality measures are not reliably associated with the strength of treatment effect across studies and medical areas. Although use of specific quality measures may be appropriate in specific well-defined areas in which there is pertinent evidence, findings of associations with treatment effect cannot be generalised to all clinical areas or meta-analyses.

**Benson and Hartz, 2000**

**Objective:** To compare the results of observational studies with those of randomised controlled trials.

**Design:** Literature search (1985–1998) to identify observational studies that compared two or more treatments or interventions for the same condition. Subsequently to identify all RCTs and observational studies comparing the same treatments for these conditions.

136 reports (53 observational studies and 83 RCTs) about 19 diverse treatments were found. In most cases, the estimates of the treatment effects from observational studies and RCTs were similar. In two of the 19 analyses of treatment effects, did the combined magnitude of the effect in observational studies lie outside the 95% CI for the combined magnitude in the RCTs?

Little evidence was found that estimates of treatment effects in observational studies reported after 1984 are either consistently larger than or qualitatively different to those obtained in RCTs.

Comment: Qualification ‘similar’ is very broad.

---

**Table: Data extraction table for studies that explore quantification of bias**

<table>
<thead>
<tr>
<th>Study</th>
<th>Objective and Design</th>
<th>Results</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Balk et al., 2002</td>
<td><strong>Objective:</strong> To determine whether quality measures are associated with treatment effect size in RCTs. <strong>Design:</strong> Quality measures from published quality assessment scales were evaluated in RCTs included in meta-analyses from four medical areas (cardiovascular disease, infectious disease, paediatrics and surgery). For each quality measure, a relative OR for treatment effect was calculated, defined as the ratio of the strength of the treatment effect in studies in which the quality measure was present to the strength of the effect in studies in which it was absent.</td>
<td>24 quality measures were analysed for 276 RCTs from 26 meta-analyses. Relative ORs of high- versus low-quality studies for these quality measures ranged from 0.83 to 1.26; none was statistically significantly associated with treatment effect. The proportion of studies fulfilling specific quality measures varied widely in the four medical areas. In analyses limited to specific medical areas, placebo control, multicentre studies, study country, caregiver blinding, and statistical methods were significantly associated with treatment effect on seven occasions. These relative ORs ranged from 0.40 to 1.74. However, the directions of these associations were not consistent.</td>
<td>Individual quality measures are not reliably associated with the strength of treatment effect across studies and medical areas. Although use of specific quality measures may be appropriate in specific well-defined areas in which there is pertinent evidence, findings of associations with treatment effect cannot be generalised to all clinical areas or meta-analyses.</td>
</tr>
<tr>
<td>Benson and Hartz, 2000</td>
<td><strong>Objective:</strong> To compare the results of observational studies with those of randomised controlled trials. <strong>Design:</strong> Literature search (1985–1998) to identify observational studies that compared two or more treatments or interventions for the same condition. Subsequently to identify all RCTs and observational studies comparing the same treatments for these conditions.</td>
<td>136 reports (53 observational studies and 83 RCTs) about 19 diverse treatments were found. In most cases, the estimates of the treatment effects from observational studies and RCTs were similar. In two of the 19 analyses of treatment effects, did the combined magnitude of the effect in observational studies lie outside the 95% CI for the combined magnitude in the RCTs?</td>
<td>Little evidence was found that estimates of treatment effects in observational studies reported after 1984 are either consistently larger than or qualitatively different to those obtained in RCTs. Comment: Qualification ‘similar’ is very broad.</td>
</tr>
</tbody>
</table>

---

*continued*
Appendix 9

<table>
<thead>
<tr>
<th>Study</th>
<th>Objective and Design</th>
<th>Results</th>
<th>Conclusion</th>
</tr>
</thead>
</table>
| Britton et al., 1998  | **Objective:** To explore those issues related to the process of randomisation that may affect the validity of conclusions drawn from the results of RCTs and non-randomised studies. Four research questions were addressed.  
  - Do non-randomised studies differ systematically from RCTs in terms of treatment effect?  
  - Are there systematic differences between included and excluded individuals and do these influence the measured treatment effect?  
  - To what extent is it possible to adjust for baseline differences between study groups?  
  - How important is patient preference in terms of outcome?  
  **Design:** The review was based on a series of systematic reviews involving structured searches of databases | 18 papers that directly compared the results of RCTs and prospective non-randomised studies were found and analysed. No obvious patterns emerged; neither the RCTs nor the non-randomised studies consistently gave larger or smaller estimates of the treatment effect. The type of intervention did not appear to be influential, although more comparisons need to be conducted before definite conclusions can be drawn. The number of eligible subjects included in the RCTs ranged from 1 to 100%. Reasons for exclusions may be medical (e.g. high risk of adverse events in certain groups) or scientific (selecting only small homogeneous groups to increase the precision of estimated treatment effects). Blanket exclusions (e.g. the elderly, women of childbearing potential) are also common in RCTs. Large clinical databases containing detailed information on patient severity and prognosis have been used instead of RCTs, and where database subjects are selected according to the same inclusion criteria as RCTs, the treatment effects of the two methods are similar. Most RCTs failed to document adequately the characteristics of eligible individuals who did not participate in trials. However, RCTs were more likely than non-randomised trials to include university and teaching centres, and this may have exaggerated the treatment effect measured in the RCTs. Participation in RCTs differed between studies of treatment interventions (subjects tended to be less affluent, less educated and more severely ill, and therefore had greater capacity to benefit from treatment) and those evaluating preventive interventions (more affluent, better educated and generally healthier, and therefore had less potential to benefit than eligible subjects who declined to participate). Adjustment for differences in baseline prognostic factors in non-randomised studies often changed the treatment effect size but not significantly; importantly, the direction of change was inconsistent. Most of the case studies were too small to draw conclusions, but where this was possible, the superiority of one treatment over another was probably a function of the patients' clinical characteristics | Results of RCTs and non-randomised studies do not inevitably differ, and the available evidence suffers from many limitations. It does, however, suggest that it may be possible to minimise any differences by ensuring that subjects included in each type of study are comparable. The effect of adjustment for baseline differences between groups in non-randomised studies is inconsistent but, where it is done, it should involve rigorously developed formulae. Existing studies have generally been too small to assess the impact of such adjustment. |
<table>
<thead>
<tr>
<th>Study</th>
<th>Objective and Design</th>
<th>Results</th>
<th>Conclusion</th>
</tr>
</thead>
</table>
| Concato et al., 2004[49] | **Objective:** To identify RCTs and observational studies that examined the same clinical topic through published meta-analyses; and to compare the results of the original reports according to the type of research design  
**Design:** MEDLINE search for articles published in five major medical journals from 1991 to 1995 | For the five clinical topics and 99 original articles evaluated, the average results of the observational studies were remarkably similar to those of the RCTs:  
- bacille Calmette–Guérin vaccine and tuberculosis: 13 RCTs: RR = 0.49 (95% CI 0.34 to 0.70); ten case–control studies: RR = 0.50 (95% CI 0.39 to 0.65)  
- screening mammography and mortality from breast cancer: eight RCTs: RR = 0.79 (95% CI 0.71 to 0.88); four case–control studies: RR = 0.61 (95% CI 0.49 to 0.77)  
- cholesterol levels and death due to trauma: six RCTs: RR = 1.42 (95% CI 0.94 to 2.15); 14 cohort studies: RR = 1.40 (95% CI 1.14 to 1.66)  
- treatment of hypertension and stroke: 14 RCTs: RR = 0.58 (95% CI 0.50 to 0.67); seven cohort studies: RR = 0.62 (95% CI 0.60 to 0.65)  
- treatment of hypertension and coronary heart disease: 14 RCTs: RR = 0.86 (95% CI 0.78 to 0.96); nine cohort studies: RR = 0.77 (95% CI 0.75 to 0.80) | The results of well-designed observational studies (with either a cohort or case–control design) do not systematically overestimate the magnitude of the effects of treatment compared with those in RCTs on the same topic |
| Ioannidis et al., 2001[41] | **Objective:** To compare results of randomised and non-randomised studies that evaluated medical interventions and to examine characteristics that may explain discrepancies between randomised and non-randomised studies  
**Design:** MEDLINE (1966 to March 2000), the Cochrane Library (Issue 3 2000), and major journals were searched | 45 diverse topics were identified for which both randomised trials (n = 240) and non-randomised studies (n = 168) had been performed and had been considered in meta-analyses of binary outcomes. Very good correlation was observed between the summary ORs of randomised and non-randomised studies (r = 0.75; p < 0.001); however, non-randomised studies tended to show larger treatment effects (28 vs 11, p = 0.009). Between-study heterogeneity was frequent among randomised trials alone (23%) and very frequent among non-randomised studies alone (41%). The summary results of the two types of design differed beyond chance in seven cases (16%). Discrepancies beyond chance were less common when only prospective studies were considered (8%). Occasional differences in sample size and timing of publication were also noted between discrepant randomised and non-randomised studies. In 28 cases (62%), the natural logarithm of the OR differed by at least 50%, and in 15 cases (33%), the OR varied at least two-fold between non-randomised studies and randomised trials | Despite good correlation between randomised trials and non-randomised studies – in particular, prospective studies – discrepancies beyond chance do occur and differences in estimated magnitude of treatment effect are very common |
<table>
<thead>
<tr>
<th>Study</th>
<th>Objective and Design</th>
<th>Results</th>
<th>Conclusion</th>
</tr>
</thead>
</table>
| Ioannidis and Karassa, 2001(38) | **Objective**: To assess the prevalence of biases from selection of patients with extreme characteristics in recent uncontrolled therapeutic studies in rheumatology  
**Design**: A handsearch of four major rheumatology journals for uncontrolled trials published in 1997 or 1998 that measured therapeutic efficacy by comparing one or more variables at follow-up versus at baseline. Evaluation of the susceptibility to bias from random measurement error and natural variability for variables used for defining eligibility that overlap with those used for defining outcomes | 25 studies were analysed. In 22 studies, the eligibility criteria were related to the outcome criteria and defined a patient population with extreme characteristics. Only three studies clearly reported that they had performed a baseline measurement separate from the screening (eligibility) measurement. The remaining 19 reports (76%) might be susceptible to bias: in seven, identical variables were used for eligibility criteria and outcomes, three used outcome variables that were also used for characterising eligibility along with other criteria, two used specific eligibility variables that were part of composite outcome scores and seven selected patients on the basis of vague descriptors of disease severity, while disease severity was also the outcome | Several recent uncontrolled trials of therapeutic interventions in rheumatology are subject to biases stemming from the selection of patients with extreme characteristics. Separate baseline evaluations from the screening measurements should be performed and eligibility criteria and outcomes should be carefully defined.  
The extent of the bias is not reported |
| Kunz and Oxman, 1998(42)       | **Objective**: To summarise comparisons of randomised clinical trials and non-randomised clinical trials, trials with adequately concealed random allocation versus inadequately concealed random allocation, and high-quality trials versus low-quality trials where the effect of randomisation could not be separated from the effects of other methodological manoeuvres  
**Design**: Systematic review                                                                                                         | RCTs versus non-RCTs of the same intervention: eight studies found; two underestimated the effect, one found similar effects, five overestimated the effect  
RCTs versus non-RCTs of the same intervention: three studies found; two inconclusive, one found similar effects  
Trials with adequately concealed allocation versus inadequately concealed allocation: two studies found; two overestimated the effect  
High-quality versus low-quality trials: five studies found; two underestimated the effect, one found similar effects, one overestimated the effect, one reversal of effect  
Failure to use random allocation and concealment of allocation was associated with relative increases in estimates of effects of 150% or more, relative decreases of up to 90%, inversion of the estimated effect and, in some cases, no difference. On average, failure to use randomisation or adequate concealment of allocation resulted in larger estimates of effect owing to a poorer prognosis in non-randomly selected control groups compared with randomly selected control groups | Failure to use adequately concealed random allocation can distort the apparent effects of care in either direction, causing the effects to seem either larger or smaller than they really are. The size of these distortions can be as large as or larger than the size of the effects that are to be detected.  
Continued |
<table>
<thead>
<tr>
<th>Study</th>
<th>Objective and Design</th>
<th>Results</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>MacLehose et al., 2000&lt;sup&gt;30&lt;/sup&gt;</td>
<td>Objective: To investigate the association between methodological quality and the magnitude of estimates of effectiveness by systematically comparing estimates of effectiveness derived from RCTs QEO studies. Quantifying any such association should help healthcare decision-makers to judge the strength of evidence from non-randomised studies. Two strategies were used:</td>
<td>Strategy 1: 14 papers were identified, yielding 38 comparisons between RCT and QEO study estimates; 25 were classified as low and 13 as high quality. Discrepancies between RCT and QEO study estimates of effect size and outcome frequency for intervention and control groups were smaller for high- than low-quality comparisons. For high-quality comparisons, no tendency was observed for QEO study estimates of effect size to be more extreme than RCT ones, but this tendency was seen with low-quality comparisons.</td>
<td>The findings of strategy 1 suggest that QEO study estimates of effectiveness may be valid if important confounding factors are controlled for. The small size of discrepancies for high-quality comparisons also implies that psychological factors (e.g. treatment preferences or willingness to be randomised) had a negligible effect on outcome. However, the authors caution against generalising their findings to other contexts, for three main reasons:</td>
</tr>
<tr>
<td>See also: Reeves et al., 1998&lt;sup&gt;31&lt;/sup&gt;</td>
<td>Design: Relevant literature was identified from: the Cochrane Library, MEDLINE, EMBASE, DARE and SCI, references of relevant papers already identified and experts. Electronic searches were very difficult to design and yielded few papers for the first strategy and when identifying study designs.</td>
<td>Strategy 2: 34 papers were identified, 17 evaluating mammographic screening and 17 folic acid supplementation; eight and four papers, respectively, were individually or cluster assigned RCTs, five and six were non-randomised trials or cohort studies, and three and six were matched or unmatched case-control studies. Two studies, one of mammographic screening and one of folic acid supplementation, used some other study design. χ² statistics for most items were &lt; 0.4, although the percentage agreement usually exceeded 60%. Cronbach α values for different aspects of quality were &lt; 0.5, suggesting that the instrument had limited ability to differentiate aspects of quality. Regression analyses showed that both cohort and case-control studies had lower total quality scores than RCTs; cohort studies also had significantly lower scores than case-control studies. The latter, counterintuitive finding may reflect a general tendency for quasi-experimental studies (which must use cohort designs) to have lower quality than observational studies. Meta-regression of study attributes against relative risk estimates showed no association between relative risk estimates and effect size and study quality. Estimates from RCTs and cohort studies were not significantly different, but case-control studies gave significantly different estimates for both mammographic (greater benefit) and folic acid supplementation (less benefit).</td>
<td>Strategy 2 found no association between study quality and effect size for either intervention, after taking account of study design. The lack of association between quality and effect size could have arisen for a variety of reasons, the most likely being that study quality is not associated with relative risk in a predictable way or that the instrument failed to characterise methodological quality adequately. The primary aim of quantifying any association between methodological quality and effect size was thwarted by several obstacles. For objective 1, the authors were unable to draw strong conclusions because of the paucity of evidence, and the potentially unrepresentative nature of the evidence they reviewed. For objective 2, the authors were unable adequately to distinguish and measure the variations in different aspects of quality between studies. The authors' recommendations relate directly to these obstacles.</td>
</tr>
</tbody>
</table>

continued
### Study 1: Marcus, 1997

**Objective:** In some randomised clinical trials, a large proportion of patients eligible for randomisation may withhold consent to be randomised. When the subjects in the randomised trial differ from the eligible population with respect to characteristics that are associated with the magnitude of the treatment effect, there may be non-consent bias, i.e. the treatment effect for those in the randomised trial may not reflect the treatment effect for the eligible population. In response to this problem, some investigators have conducted, in addition to the randomised trial, a separate non-randomised but otherwise identical trial consisting of those patients who are eligible for randomisation, but instead choose their own treatment. This paper clarifies the ways in which parallel randomised and non-randomised clinical trials can provide useful information to assess non-consent bias.

**Design:** A parallel randomised and non-randomised trial which compares adenoidectomy versus medical treatment for children with recurrent otitis media is used as an illustration.

**Results:** Observed baseline covariate data can be used to adjust for differences between the randomised population and the eligible population when estimating the treatment effect for the eligible population. After adjusting, different outcomes for the randomised versus non-randomised treated groups and/or the randomised versus non-randomised control groups reflect the presence of hidden non-consent bias resulting from differences between the trial population and the eligible population with respect to unobserved covariates. A sensitivity analysis can display how hidden non-consent bias can account for an imbalance in the treatment groups with respect to an unobserved covariate.

**Conclusion:** If there is concern that those who enter the randomised trial may differ from the entire population who meet the eligibility requirements, the addition of the non-randomised trial gives valuable information for assessing non-consent bias. It is worthwhile to collect baseline characteristics, etc. The extent of the bias is not reported.

### Study 2: Moyer and Finney, 2002

**Objective:** To compare the participants, methodological features and post-treatment functioning in randomised and non-randomised studies of alcohol treatment.

**Design:** Using systematic literature search techniques, 232 randomised and 92 non-randomised trials published between 1970 and 1998 were identified. Each investigation was scored on a methodological quality scale, participant characteristics were recorded, and participants' follow-up abstinence and improvement rates were calculated.

**Results:** Randomised investigations were more likely to use participant selection criteria, to use recognised diagnostic criteria to characterise participants and stringently to implement treatment and assess outcomes. Non-randomised investigations were more likely to assess outcomes in higher proportions of participants over longer follow-up periods and to have greater statistical power to detect treatment effects. Abstinence and improvement rates following active treatment were similar for the two types of design (proportion abstinent: 0.35 and 0.39; proportion improved: 0.52 and 0.54, for randomised and non-randomised trials, respectively), even when differences in study features were controlled.

**Conclusion:** The contrasting strengths and weaknesses of randomised and non-randomised studies suggest that they should be considered as complementary forms of treatment evaluation, in the alcohol treatment field and perhaps more generally.

---

**Table**

<table>
<thead>
<tr>
<th>Study</th>
<th>Objective and Design</th>
<th>Results</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Marcus, 1997</td>
<td><strong>Objective:</strong> In some randomised clinical trials, a large proportion of patients eligible for randomisation may withhold consent to be randomised. When the subjects in the randomised trial differ from the eligible population with respect to characteristics that are associated with the magnitude of the treatment effect, there may be non-consent bias, i.e. the treatment effect for those in the randomised trial may not reflect the treatment effect for the eligible population. In response to this problem, some investigators have conducted, in addition to the randomised trial, a separate non-randomised but otherwise identical trial consisting of those patients who are eligible for randomisation, but instead choose their own treatment. This paper clarifies the ways in which parallel randomised and non-randomised clinical trials can provide useful information to assess non-consent bias.</td>
<td>Observed baseline covariate data can be used to adjust for differences between the randomised population and the eligible population when estimating the treatment effect for the eligible population. After adjusting, different outcomes for the randomised versus non-randomised treated groups and/or the randomised versus non-randomised control groups reflect the presence of hidden non-consent bias resulting from differences between the trial population and the eligible population with respect to unobserved covariates. A sensitivity analysis can display how hidden non-consent bias can account for an imbalance in the treatment groups with respect to an unobserved covariate.</td>
<td>If there is concern that those who enter the randomised trial may differ from the entire population who meet the eligibility requirements, the addition of the non-randomised trial gives valuable information for assessing non-consent bias. It is worthwhile to collect baseline characteristics, etc. The extent of the bias is not reported.</td>
</tr>
<tr>
<td>Moyer and Finney, 2002</td>
<td><strong>Objective:</strong> To compare the participants, methodological features and post-treatment functioning in randomised and non-randomised studies of alcohol treatment.</td>
<td>Randomised investigations were more likely to use participant selection criteria, to use recognised diagnostic criteria to characterise participants and stringently to implement treatment and assess outcomes. Non-randomised investigations were more likely to assess outcomes in higher proportions of participants over longer follow-up periods and to have greater statistical power to detect treatment effects. Abstinence and improvement rates following active treatment were similar for the two types of design (proportion abstinent: 0.35 and 0.39; proportion improved: 0.52 and 0.54, for randomised and non-randomised trials, respectively), even when differences in study features were controlled.</td>
<td>The contrasting strengths and weaknesses of randomised and non-randomised studies suggest that they should be considered as complementary forms of treatment evaluation, in the alcohol treatment field and perhaps more generally.</td>
</tr>
</tbody>
</table>
Objective: Description of biases that affect the specification and selection of the study sample and the measurement of exposures and outcomes and their consequences

Design: Nine biases described (five sampling biases and four measurement biases). Sampling biases: prevalence-incidence bias, admission rate bias, unmasking bias, non-respondent bias and membership bias.

Results: Prevalence-incidence bias: a late look at those exposed (or affected) early will miss fatal and other short episodes, plus mild or ‘silent’ cases and cases in which evidence of exposure disappears with disease onset. This bias may distort relative odds in either direction.

Admission rate bias: if hospitalisation rates differ for different exposure/disease groups, the relation between exposure and disease will become distorted in hospital-based studies. Relative odds may be spuriously increased or reduced by the admission rate bias.

Unmasking bias: an innocent exposure may become suspect if, rather than causing a disease, it causes a sign or symptom, which precipitates a search for the disease. Unmasking bias may lead to spuriously increased estimates of relative odds.

Non-respondent bias: non-respondents (or latecomers) from a specified sample may exhibit exposures or outcomes, which differ from those of respondents (or early-comers); the antithetical bias is called volunteer bias. The effect of the non-respondent bias upon relative odds is obvious and serves as the basis for repeated admonitions both to achieve response rates of at least 80% and to compare responders and non-responders.

Membership bias: membership in a group (the employed, joggers, etc.) may imply a degree of health which differs systematically from that of the general population. This bias may affect cohort as well as case–control analytical studies.

Conclusion: The author believes that several biases can be both prevented and measured, although this mainly applies to measurement biases.

Case–control studies:
- prevalence-incidence bias: not preventable; partially measurable
- admission rate bias: not preventable without sacrificing its value; not measurable
- unmasking bias: preventable, but overmatch; measurable
- non-respondent bias: preventable; measurable
- membership bias: not preventable, partially measurable

Cohort studies:
- prevalence-incidence bias: preventable; measurable
- admission rate bias: does not apply
- unmasking bias: preventable; measurable
- non-respondent bias: preventable; measurable
- membership bias: not preventable, partially measurable

The extent of the bias is not reported.

study | objective and design | results | conclusion |
--- | --- | --- | --- |
Sackett, 1979 | Objective: Description of biases that affect the specification and selection of the study sample and the measurement of exposures and outcomes and their consequences. **Design:** Nine biases described (five sampling biases and four measurement biases). | Sampling biases: prevalence-incidence bias, admission rate bias, unmasking bias, non-respondent bias and membership bias. | The author believes that several biases can be both prevented and measured, although this mainly applies to measurement biases. |
<table>
<thead>
<tr>
<th>Study</th>
<th>Objective and Design</th>
<th>Results</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sacks et al., 1982</td>
<td><strong>Objective:</strong> To compare the use of RCTs and HCTs for clinical trials &lt;br&gt;<strong>Design:</strong> Search of the literature for therapies studied by both methods</td>
<td>Six therapies were found, for which 50 RCTs and 56 HCTs were reported. 44 of 56 HCTs (79%) found the therapy better than the control regimen, but only ten of 50 RCTs (20%) agreed. For each therapy, the treated patients in RCTs and HCTs had similar outcomes. The difference between RCTs and HCTs of the same therapy was largely due to differences in outcome for the control group, with the HCT control patients generally doing worse than the RCT control groups. Adjustment of the outcomes of HCTs for prognostic factors, when possible, did not appreciably change the results</td>
<td>The data suggest that biases in patient selection may irretrievably weight the outcome of HCTs in favour of new therapies. RCTs may miss clinically important benefits because of inadequate attention to sample size. The predictive value of each might be improved by reconsidering the use of $p &lt; 0.05$ as the significance level for all types of clinical trials, and by the use of confidence intervals around estimates of treatment effects</td>
</tr>
<tr>
<td>Schulz et al., 1995</td>
<td><strong>Objective:</strong> To determine whether inadequate approaches to RCT design and execution are associated with evidence of bias in estimating treatment effects &lt;br&gt;<strong>Design:</strong> An observational study in which the methodological quality of 250 controlled trials from 33 meta-analyses was assessed and then analysed, using multiple logistic regression models, the associations between those assessments and estimated treatment effects. Data sources: meta-analyses from the Cochrane Pregnancy and Childbirth Database</td>
<td>Main outcome measures: the associations between estimates of treatment effects and inadequate allocation concealment, exclusions after randomisation and lack of double-blinding. Compared with trials in which authors reported adequately concealed treatment allocation, trials in which concealment was either inadequate or unclear (did not report or incompletely reported a concealment approach) yielded larger estimates of treatment effects ($p &lt; 0.001$). ORs were exaggerated by 41% for inadequately concealed trials and by 30% for unclearly concealed trials (adjusted for other aspects of quality). Trials in which participants had been excluded after randomisation did not yield larger estimates of effects, but that lack of association may be due to incomplete reporting. Trials that were not double-blind also yielded larger estimates of effects ($p = 0.01$), with ORs being exaggerated by 17%</td>
<td>This study provides empirical evidence that inadequate methodological approaches in controlled trials, particularly those representing poor allocation concealment, are associated with bias. Readers of trial reports should be wary of these pitfalls, and investigators must improve their design, execution and reporting of trials</td>
</tr>
<tr>
<td>Shadish and Ragsdale, 1996</td>
<td><strong>Objective:</strong> Psychotherapy meta-analyses commonly combine results from controlled experiments that use random and non-random assignment without examining whether the two methods give the same answer. Results from this article call this practice into question &lt;br&gt;<strong>Design:</strong> A systematic search for studies of marital or family psychotherapy ($n = 84$) or enrichment ($n = 16$)</td>
<td>With the use of outcome studies of marital and family therapy, 64 experiments using random assignment yielded consistently higher mean post-test effects and less variable post-test effects than 36 studies using non-random assignment. This difference was reduced by about half by taking into account various covariates, especially pre-test effect size levels and various characteristics of control groups. The importance of this finding depends on (1) whether one is discussing meta-analysis or primary experiments, (2) how precise an answer is desired, and (3) whether some adjustment to the data from studies using non-random assignment is possible</td>
<td>It is concluded that studies using non-random assignment may produce acceptable approximations to results from randomised experiments under some circumstances, but that reliance on results from randomised experiments as the gold standard is still well founded</td>
</tr>
</tbody>
</table>

OR, odds ratio; RR, relative risk.
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