Appendix to Hanley and McNeil Radiology paper "A Method of Comparing the
Areas under ROC curves derived from same cases."

PS (JH 2002.09.17): This was a first (? rough) step in the early 1980's. The method of DeLong
ER, DeLong DM, Clarke-Pearson DL Comparing the areas under two or more correlated receiver
operating characteristic curves: a nonparametric approach. Biometrics. 1988 Sep;44(3):837-45 is
more elegant and less parametric. They implemented it using a SAS macro. The paper by Hanley
JA, Hajian-Tilaki KO. Sampling variability of nonparametric estimates of the areas under receiver
operating characteristic curves: an update. Acad Radiol. 1997 Jan;4(1):49-58 shows how to
implement the DelLong et al. method by spreadsheet (or by a simple SAS program available on
the website http://www.epi.mcgill.ca/hanley/ )

Appandix

Caleulacion of r

Let nr!ax and hrEl, represent  estimates of the RIC areas hr-.i
and A:en? . Then the correlation r between Arda, and .ﬂ.:!uF can be

expressed as

Cov(Arda,, 1f.l?}

r =

(L)
SE(Ara,)SE(Arga

Caleulation of Dencominater im (1
From ocur first paper (&), the variance, or square of the standard error,
1s given by
Area(l = Area) + (n = 1){Q; + Q; = 2 Area?)

Var(Arda) ® =eesccsccssesee—————————

at

where
a = pamber of abnormals [= mumber of normals, for slaplification)
@, = probability that a randomly chosen abnormal will appear more
abnormal than each of two randomly chosen normals
0, = probability that two randomly chosen abnormals will each appear
more abnormal than one randomly chosen mormal
The area of the quantities Ql and ql can be thought of as follows: leat tha

"degree of abnormality™ of a randomly chosen abnormal be represented hy



Xy, with mean gy and wvarlance u’i « Simflarly, let the degree of Z
abnormality for a randomly chosen normal be Xy, with mean py and wariance

5% . Then the area is the probability that an Xy and an Xy will be

correctly ranked i.e.

Area = Prob(X, > ¥y) = Prob(X, Xy > 0)

which is simply the probability that an obsarvation ¥ = X, 7 Hy which
follows a distribution with mean pg = py and variance oj + off will

have a value greater tham zero. If Xy and Xy are taken to be Gaussian,
then the area equals the proportlom of the standardized normal distribueion
to the lefe of (uy - u.H',lHui + quﬁ .

In order to tramslate Q; and {; inte mumerical terms, let Xy;, Mg,
41+ By reprasent the values for two randemly choeen abnormals and two
randomly choeen normals respectively, and again assume that X3"s and Xy's
follew overlapping GCausalan distcibutions.

Then

), = Probability (X3 > Xyy and Xuy = Hy2 ,

which can be caleulated Instead as

Q = Prob{Xg1 = Xy1 > 0 and Xg9 - Xy2 > 0) .

If we define two new wariables

Vy = Kal - Xy and Vg = ¥n1 - Eyz



%y becomes the probability mass im the right upper guadrant of the bivariate

{Vy, ¥3) Gaussian distribution with means 3

By = BA T BN By T MA BN,

varlamces
of =ei+af of =of+af,
and ecowvariance

Covi¥,, V,) = af .

This quantity (; can be obtained for varfous values of af, .;-‘E; and Area by
IHSL subroutine MDBHOR (%) or other equivalent programs. The quancity Q, is
obtained In a similar way, belng the probability in the right upper gquadrant
of a bivarfate Gaussian distribution with the same means and varlances but

with covariance ::& .

Calculation of Numeratsr in (1)}

Te do this, we express each area estimate in its equivalent Wilcoxon-

acacistic formulatcion.

(=x)
Areay = | T 344 f n?
k L
(¥

where



1 4f the 1th chosen aboormal ls regarded as more abnormal
&

EE?} = | than the {*M chosen normal, when both are imaged with

modality =, @ If the ranking 18 reversed.

s—HJ = 1 or 0, according to a similar rule, for the palr of Images
obtained with modality y.

Then using E as expected value or long run average over many samples,

Cov(Arday, ArBay) = E{ArBaghrfay) - E(Arfay)E(Ariay)

I I I I est™gly)y - AreagAreay, ,
i1k E 1) W

I
g J=
L

- %4[“2“3 + afa? = a)Q, + a({a? = n)Qs + (n? - n)(ni - n}Area hreeay |
—AreagAreay ,

where

3= Probability that a randomly chosen abmnormal will be regarded as morae
abnormal than & randomly selected normal, when each of the two
aubjects ia imaged with each of the two modalities.

Oy= Frobability that a randomly chosen abnormal will be regarded as more
abaormal than a randemly chosen normal when uging modality x, and
that with modallty ¥ a second randomly chosen aboormal will be ranked
more abnormal than the same randomly chosen normal.

Qs= The reverse of O, i.e. with one randomly chosen abnormal and two

candomly chosen normals.



The quantities Qy to Qg are caleulated in a manner somevhat similar to that

5
used for Q; and Qy. 4As 1llustration, to caleulate Q, , let {Ill.

Iglj tepresent the degrees of abnotmallty in a randomly chosen (abnormal,
normal) palr of subjects imaged with modality x. Let I.','fﬁ_:, Tﬂl]
repragent the degree of abnormality seen when the gase normal and a second

abaormal are I{maged with modalicy y. Then

Ql,'!'rﬂbﬁl"lii‘nl’ﬂHﬂﬂ-'z"‘ﬁa‘iﬁlj‘m

Let the X's and Y'"s have Gaussian distributions as before, let the I::{H,
Ty} palr, corresponding to & single normal imaged by both modalicies, have
a corvelation of py, and assume that thelr bivariate distribution 1s in
fact bivariate Gaussian. Gimilarly, assume that the palr of observations
{Eys Tp) for a single randomly selected abnormal have a bivariate
Gaussian distribution, with correlation coefficient py. Then Q, becomes

the probabiiity in the right upper quadrant of the (V,, V;) bivariate

Gaussian distribution with

Bu, = BAx TPl BV, T HAy T Phy

{FE 3 e . 2 2 E: 2 + 2
“l Thx THx ﬂi.f_z ﬁ.ﬂr 'j.'ﬂr

Covarlance (V;, V5) = Cov(Ey, Ix) = PN Ty and ecan ba
ohtained by subrootine MDBHOR.
For (3 and Qg, the correspondingly defimed (V,, V;) palrs will have

bivariate distribuitions with obvious means and wariances amd with

Cov(Vy, V3) = ppop,OA; + PyOyyOny 6
in the case of Q4, and
GW{?L‘I ?2) " ﬂHahﬂh?

in the case of (.



